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Abstract. The aim of the article is to explore multi-scale stochastic differen-
tial equations (SDEs) on manifolds. In these equations the variables of interest
evolve at their natural speeds and interact with other variables that evolve at a
faster pace. The primary objective is to identify the effective motion. This is
an autonomous equation, its solutions approximate the evolution of the slowly
moving variables as the scale of speed separation approaches zero. While multi-
scale SDEs with linear state spaces have been a popular research topic for several
decades, their study on manifolds is a more recent development. In this work, we
illustrate the derivation of multi-scale equations by incorporating geometric in-
formation, such as symmetries and conserved quantities. Subsequently, we delve
into these examples to investigate their effective dynamics.
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1 Introduction

A. The evolution of particles over time is often subject to various constraints
and exhibits symmetries and invariants. Equations describing such particle mo-
tions calls for modifications to account for the influence of different types and sizes
of factors, resulting in increased complexity and the loss of certain invariances.
The presence of constraints confines the evolution of objects under investigation
to a sub-manifold within Euclidean space. To fully leverage the inherent ge-
ometry of stochastic systems, we make the assumption that the state space of
stochastic processes takes the form of smooth manifolds.

Consider these quantities, which remain constant along the trajectories of the
solutions of the original equation. They no longer maintain this constancy within
the context of the modified equations. Nevertheless, their evolution proceeds at
a slower rate when compared to that of the particles.

If the magnitude of the perturbation is of the order ϵ, where ϵ is a positive
number which we shall take to be close to zero, these slow variables evolve at
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most at a speed of order ϵ. Continuing from this point, we study the evolution
of the slow variables over a time interval of scale 1

ϵ during which it is no longer
possible to track all aspects of the motion. Instead, we take advantage of the
ergodic properties of the fast variables to determine an autonomous equation
that approximates the behaviour of the slow variables within the interacting
system. When stochasticity is involved, this approach is known as stochastic
averaging. It is actually a dynamic functional law of large numbers. If the
limiting motion is constant, we observe the motion on an even longer time scale
and study the fluctuations. In other words, we extract information from an
otherwise complex system by examining a relatively simpler one, referred to as
the effective motion. The effective equation comprises autonomous equations
whose solutions approximate the slow variables as the scale separation parameter
ϵ approaches zero. We illustrate this concept and procedure below with two
examples of Hamiltonian systems.

B. Examples. Before proceeding further, we explore the example of pertur-
bation of completely integrable Hamiltonian systems.

Example 1. Let H :M → R be a non-trivial Hamiltonian function on a two-
dimensional symplectic manifold, and let XH be the corresponding Hamiltonian
vector field. We consider H(xt) as the energy of a particle evolving according
to the Hamiltonian vector field: ẋ = XH(x). Since dH(XH) = 0, one has
H(xt) = H(x0) for all t. The particle remains in the energy orbit in which it
started. Introducing action-angle coordinates xt = (It, θt), we observe that İt = 0

and θ̇t = g(θt).
To account for additional influences on the particle’s evolution, apart from

the Hamiltonian, one modifies the equation driven by the Hamiltonian, the new
equation takes the form

ẋϵt = XH(xϵt) + ϵV (xϵt).

Consequently, Ḣ(xϵt) = ϵ dH(V (xϵt)). In the action-angle coordinates, this can
be written as a system of a slow /fast ODE. A simple example is of the form{

İϵt = ϵ f(θϵt , I
ϵ
t ),

θ̇ϵt = g(Iϵt ).
(1.1)

where the initial values are chosen to be independent of ϵ, the angle variable
θ takes values in the circle S1, and f, g are real valued functions. We want
to consider this random dynamical system over the period of [0, 1ϵ ]. This is
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equivalent to, by a change of time variable,İ
ϵ
t = f(θϵt , I

ϵ
t ),

θ̇ϵt =
1

ϵ
g(Iϵt ).

(1.2)

As ϵ → 0, the solutions of the equations above gets closer to the solution of the
ODE driven by a vector field f̄ . The vector field f̄ is obtained by averaging the
angle variable over one period. When M = R2, this can be extended to random
perturbations of Hamiltonian dynamics, from which a beautiful theory emerges
[4, 14].

Example 2. Let’s consider extending the concept presented in Example 1
to include time-dependent random energies. We start with an 2n-dimensional
symplectic manifold, denoted as M . To each smooth function H : M → R,
we associate a Hamiltonian / symplectic vector field XH . If ω represents the
symplectic form, then these vector fields satisfy ω(XH , ·) = dH. In particular,
dH(XH) = 0. In the case where M = R2, we can take ω = dx∧ dy. For instance
if H = 1

2 (x
2 + y2), then XH = J · ∇H where ∇H is the gradient of H and J is

the matrix: J =

(
0 1

−1 0

)
.

Suppose that {Hi(x)} are independent at every point x, except for a set of
measure zero. Additionally, assume that dHi(Hj) = 0 whenever i ̸= j. Such
a system is known as a completely integrable Hamiltonian system. Let us de-
fine H as the vector (H1, . . . ,Hm). While there are only a few known examples
of completely integrable Hamiltonian systems, many dynamical systems are ap-
proximately integrable. Therefore, we explore an approximately integrable sys-
tem with random energy given by

∑n
i=1HiẆ

i
t , where Ẇ i

t is a set of independent
white noise processes ( the integrals of these processes represent independent
Brownian motions). Let K be a vector field, and set g = dH(K). For a small pa-
rameter ϵ≪ 1, we consider the following stochastic differential equation (SDE):

dyϵt =

n∑
i=1

XHi
(yϵt ) ◦ dW i

t + ϵK(yϵt ) dt. (1.3)

Here, the symbol ◦ denotes the Stratonovich integral. The solutions of these
equations satisfy the following equations:

d

dt
dH(yt) = ϵg(yt).

In the above equation, dH = (dH1, . . . , dHn), and dHi represents the differential
of Hi : M → R. Since stochastic integrals are non-commutative, this model
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constitutes a non-trivial higher-dimensional integrable system when n > 1. This
model was introduced in [22].

We introduce a coordinate chart ϕ : Ū → Tm × D, defining action-angle
variables such that H̃k := Hk ◦ ϕ−1 depends solely on the I coordinates. Here,
Tm represents the m-dimensional torus, and D is a compact subset of Rm. In
these coordinates, ωi

k(It) =
∂H̃i(I)
∂Ik

. We set θt := (θ1t , ..., θ
m
t ) and It = (I1t , ..., I

m
t ).

One can express this system as follows:
dIit = ϵKi

I(θt, It)dt,

dθit =

m∑
k=1

ωi
k(It)dB

k
t + ϵKi

θ(θt, It)dt
(1.4)

In this system, the action variable I = (I1, . . . , In) evolves slowly in comparison
to the angle variables θit.

Let Mc denote the subset of M consisting of p ∈ M such that H(p) = c.
For each value of c, Mc is diffeomorphic to the torus Tm. The conditions on
the vector fields imply that dθit =

∑m
k=1 ω

i
k(It)dB

k
t has an invariant probability

measure µa on each energy level ϕ(Ma) ≃ Tm. The energy level sets are invariant
under the flow of Equation (1.3), in the unperturbed case (ϵ = 0). Furthermore,
the invariant measures νf depend smoothly on f .

To investigate the slow evolution of Iit (or equivalently, the energies Hi),
we rescale time by t → t/ϵ to examine large time scales and consider motion
averaged over the fast angle variables. Theorem 3.3 from [22] states that the
energies H converge to, up to its first exit time from the coordinate chart, to
f = (f1, ..., fm), which are defined to be the solutions to the following system of
ordinary differential equations:

df

dt
= Q(f(t))

f(0) = H(y0).

.

Here g̃ := g ◦ ϕ−1, Ĩ(f) = I is the inversion of H̃(I) = f and Q(a) =∫
ϕ(Ma)

g̃(θ, Ĩ(a))µf (dθ). The error bound given there was revised to ϵ
1
4 in [35],

where various interesting examples of Hamiltonian systems were investigated.
The precise statement is: Theorem [22, Th. 3.3]. Let T b be the first time at
which the trajectory yt leaves the domain U . Then for any β > 1 there exists a
constant c(t) such that

E
[
sup
s≤t

∣∣∣Hi(y s
ϵ∧T ϵ)− fi(s ∧ (ϵT ϵ))

∣∣∣β]1/β ≤ c(t)ϵ1/4.
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To conclude this example, we assume that the perturbation vector field K is
furthermore a Hamiltonian vector field, the effective dynamics is trivial and over
a longer time scale and we have a diffusion creation theory. Let K = Xk where
k : M → R is a smooth function, then Q(f) vanishes we study the following
stochastic dynamics as the separation ϵ→ 0 on the scale of 1

ϵ2 :

dIit =
1

ϵ
Ki

I(θ t
ϵ2
, It)dt

dθit =

m∑
k=1

ωi
k(It)dB

k
t + ϵKi

θ(θt, It)dt.

Furthermore the effective dynamics for (1) is a Markov process, see [22, Th. 4.1].

C. Exploring Invariants and Symmetries. Beyond the scope of stochas-
tic differential equations generated by Hamiltonian functions lies a rich landscape
of reducible differential equations. These systems often reveal invariants, primar-
ily stemming from underlying symmetries within their dynamics. For instance,
consider rigid motions; they are invariant under rotational transformations. How-
ever, the existence of these conserved quantities isn’t always immediately appar-
ent and often becomes evident only through projection onto a quotient space.
The action of a group brings in the structure of a principal bundle structure
to the state space. The projection of perturbed equation helps us to separate
the slowly varying and the rapidly varying variables in the perturbed equations.
We delve into examples to show how these ideas operate and offer insights into
potential avenues for future research.

D. Markov Processes with Diffusion-Type Generators. Our focus
now shifts towards a specific class of stochastic processes: Markov processes
with Markov generators of diffusion type. In this context, we consider a filtered
probability space (Ω,F ,Ft, P ) satisfying the usual assumptions. To define our
system, we begin with smooth vector fields Xi and Yi and construct Markov
generators L0 and L1. We define L0 = 1

2

∑
(Xi)

2 +X0 and L1 = 1
2

∑
(Yi)

2 + Y0.
Our objective is to examine the behaviour of Lϵ-diffusions and consider its

effective dynamics. Such Lϵ-diffusions have a representation as the solution of
the following system of stochastic differential equations (SDEs) :

dyϵt =
1√
ϵ

∑
i

Xi(y
ϵ
t ) ◦ dbit +

1

ϵ
X0(y

ϵ
t )dt+

∑
j

Yj(y
ϵ
t ) ◦ dw

j
t +Y0(y

ϵ
t )dt, yϵ0 = y0

where (bit, w
j
t ) are independent one dimensional Brownian motions and ◦ denotes

Stratonovich integration. One of the strategies is to seek out a quantity F :M →



270 Xue-Mei Li

R such that it is invariant along the trajectories of (xt) where

dxt =
∑
i

Xi(xt) ◦ dbit + Y0(xt)dt.

On a large time scale of order 1/ϵ, the deviation of the perturbed orbit becomes
visible. Consequently, the variable F (yϵt ) varies slowly in t when ϵ → 0. We can
expect an effective dynamics when F (yϵt

ϵ
) converges as ϵ is taken to zero. The

ansatz for the effective limit is a Markov process. It is therefore desirable to find
all conserved quantities.

Let us write down the evolution equations :

∂

∂t
f ϵ = (

1

ϵ
L0 + L1)f

ϵ.

We expand its solution f ϵ in powers of ϵ:

f ϵ =
1

ϵ
f0 + f1 + ϵf2 + o(ϵ).

Our goal is to identify the specific forms of f0 and f1 within this expansion.
To accomplish this, we explore a novel aspect introduced by the intertwining
property of two Markov operators. On the flat spaces, such problems are popular
and remain so, see [18] and the following books [2, 4, 14, 36] and the references
therein. This investigation promises insights on the behaviour of perturbed SDEs
with intriguing geometric information of the system.

Some models presented in this article have large groups of symmetries ren-
dering the dynamics over the length of 1

ϵ trivial. As a consequence we work in a
much longer time scale and employ an unconventional non-diffusive scaling which
can easily mistaken as a wrong scale to use.

This article is based on the Arxiv article [24]. Since it was put on the Arxiv,
I started to work on specific models to gauge interest, see [26, 27] and also [25].
In the summer of 2022 I attended the XXV Brazilian School of Probability and
got in touch with the geometric stochastic dynamic group at Unicamp. This
motivated me to polish up this article, as the models there remain relevant. Here
we maintain the general framework of horizontal and vertical perturbation, but I
removed some proofs. To conclude the introduction we refer to some recent work
with limit theorems on manifolds [12,17,19,31,32,37–39].
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2 Main Results

We present the effective theory for several models of slow /fast stochastic
differential equations. We shall explain the basic tools used to reduce a system
of equations to slow/ fast systems and obtain an averaged system. As mentioned
earlier, the symmetries of a dynamical system is fundamental in this theory. In
those models, if the averaged dynamics vanishes (on the time interval [0, 1ϵ ] ),
which happen when the perturbed system has abundant symmetries, a diffusion
creation theorem is expected.

2.1 Notation

Symmetries can be described by the action of a group. Let G be a Lie group.
A right action Rg by g ∈ G on a manifold P is a smooth map Rg : P → P such
that Rg(Rhu) = Rhgu. It is convenient to denote Rgu by ug, so (ug)h = u(gh).
For a dynamical system with a group of symmetries, it is convenient to use the
principal bundle structure.

A principal bundle is a special fibre bundle, consisting of a total space P , a
base space M , and a Lie group G acting on P , on the right. We denote by g the
Lie algebra of G. Both P and M are smooth manifolds. We denote π : P → M

as the projection, and the fibre at x is the collection of element {π−1(x)}.
A trivialization of a principal bundle is a collection of open sets U ⊂M such

that the bundle over each set U , π−1(U), is expressed as U ×G. Let u = (x, h)

denote an element of P in a chart, then ug = (x, hg). In particular π(ug) = π(u).
An important principal bundle is the bundle of frames on a smooth manifold

M . Given a Riemannian metric on M , the orthonormal frame bundle π : OM →
M is a reduced bundle of the frame bundle. Let n denote the dimension of
the manifold, we assume that n > 1. In this case, the structure group is the
special orthogonal group SO(n). Its Lie algebra g = so(n) is the space of skew
symmetric matrices. If M is oriented the orthonormal frame bundle consists
of two components, in which case, we only need to consider the action by the
component SO(n) of the group that contains the identity. Let us assume that
M is oriented.

The fibres of OM consist of isometries u : Rn → Tπ(u)M . Let

OxM = {u : Rn → Tπ(u)M},

this is the fibre at x. The projection π : OM → M is the map taking a linear
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frame u : Rn → TxM to its base point x on the manifold.
Denote by Tπ its differential Tπ : TOM → TM from the tangent space of

OM to the tangent space of M . The vertical bundle is then defined as the fibre
bundle whose fibre at x is the kernel of the linear map Tuπ : TuOM → Tπ(u)M .

To differentiate vector field on M we use a linear connection, allowing us
to parallel transport a vector along a curve. A connection ∇ is Riemannian
if it is compatible with the Riemannian metric, in this case we may neglect
differentiating the inner products x 7→ ⟨·, ·⟩x, when making computations. We are
not restricted to Levi-Civita connections, allowing a non-vanishing torsion T . We
assume that the connection is complete which means that every geodesic extends
to all finite time parameter. This is equivalent to every standard horizontal vector
field being complete.

A linear connection on M is equivalent to a splitting of TOM , which means
introducing a complementary horizontal bundle satisfying some constraints. We
first define a connection 1-form ϖ : TuOM → so(n) where so(n) denotes the
Lie algebra of SO(n). The connection 1-form is adjoint invariance (Rg)

∗ϖ =

ad(g−1)ϖ. Let A∗ denote the vertical fundamental vector field on the orthonor-
mal frame bundle generated by a vector A ∈ so(n). It is defined by

A∗(u) = lim
t→0

u exp(tA), u ∈ OM.

We define the value of ϖ on fundamental vertical vector fields by ϖ(A∗) ≡ A.
The kernel of ϖ are called horizontal vectors.

Any vector in TOM can be written as the sum of a horizontal part and a
vertical part. For any vector v ∈ TuOM and vector field U on OM , we define

∇̆vU = ϖ−1d(ϖ(U))(v) + θ−1d(θ(U))(v).

where θ denotes the canonical 1-form, we have θu : TuOM → Rn. This is a
metric connection on OM .

Let us denote hu the horizontal lift through u, it maps a vector in Tπ(u)M

to a vector in TuOM . It is in fact the right inverse to the projection TuOM . To
each e ∈ Rn, we associate a standard (or basic) horizontal vector field He. This
is defined by the formula:

He(u) := hu(ue).

We shall take an orthonormal basis of Rn, denoting it by {ei} and set

Hi = Hei .
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The horizontal vector fields {Hi}ni=1 are known as either the basic horizon-
tal vector fields or the fundamental horizontal vector fields. They span the
horizontal bundle at every point. Finally we define the horizontal Laplacian
∆H :=

∑n
i=1HiHi on the orthonormal frame bundle. It is a semi-elliptic opera-

tor with constant rank n.

2.2 Background

W define a bundle map H : OM × Rn → TOM as follows. For any e ∈ Rn

and u ∈ OM , set:

H(u, e) =

n∑
i=1

Hi(u)⟨e, ei⟩. (2.1)

Using this notation, He(u) =
∑n

i=1Hi(u)⟨e, ei⟩. Note that for every u ∈ OM ,
H(u, ·) : Rn → TuOM is a linear map.

Similarly, if b = (b1, . . . , bn) is an n-dimensional Brownian motion, we intro-
duce simpler notation for the stochastic differential:

H(u) ◦ dbt :=
n∑

i=1

Hi(u) ◦ dbit.

The symbol ◦ denotes Stratonovich integral. The probability distribution of the
solutions of dut = H(ut) ◦ dbt are independent of the choice of the orthonormal
basis {ei}.

2.2.1 Canonical Horizontal SDE and BMs.

In general we do not expect to find n+1 smooth vector fields {Xi} such that
the solutions of

dxt =

n∑
i=1

Xi(xt)db
i
t +X0(xt)dt

is a Brownian motion. A large dimensional driving noise is needed to construct
a Brownian motion as the solution to an SDE on a generic manifold. The con-
struction of such vector fields are in general not intrinsic, meaning they rely on
other concepts such as isometric embeddings.

A construction of a Brownian motion, using only intrinsic properties of the
Riemannian manifold, is given in [7] by the following canonical horizontal SDE

dut = H(ut) ◦ dbt.
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The solution ut is the horizontal Brownian motion. By the rotational invariance
of Gaussian measures, π(ut) is a Markov process. They are Brownian motions
on M .

In this SDE, the dimension of the noise is equal to the dimension of the
manifold, and Tπ(He(u)) = ue. The projection of He is not a vector field on M .

Let Z be vertical vector fields, so that Tπ(Z) = 0, and consider the SDE

dut = H(ut) ◦ dbt + Z(ut) dt.

We frequently rely on the following facts: The Lie bracket of two vertical vec-
tor fields is again vertical, indicating the vertical bundle is integrable. In con-
trast, the horizontal bundle is in general not integrable. For e, ẽ ∈ Rn the ver-
tical part of [H(e), H(ẽ)] is given by the following formula: ϖ([H(e), H(ẽ)]) =

−2Ω(H(e), H(ẽ)), where Ω is the curvature form. Additionally, if A ∈ so(n),
[H(e), A∗] is again horizontal. This observation is a key element in our diffusion
creation theorems, as illustrated in §4.1 for an example.

2.2.2 Perturbation to SDEs on OM .

In this section we study perturbations to SDEs on the orthonormal frame
bundle over a manifold M . Let us consider a small perturbation of size ϵ to an
horizontal SDE, denoting the solutions to the original SDE and to the perturbed
SDE respectively by ut and uϵt:

duϵt = H(uϵt) ◦ dbt + ϵZ(uϵt)dt.

Then for t ∈ [0, 1], as ϵ → 0, the convergence π(uϵt) → π(ut) is expected. To be
able to see the effect of the perturbation, we observe the dynamics for t ∈ [0, 1ϵ ].
This is equivalent to considering the equation

duϵt =
1√
ϵ
H(uϵt) ◦ dbt + Z(uϵt)dt,

Here we take Z to be a vertical vector field. As an example, we take Z(u) = A∗(u)

where A ∈ so(n). One may also consider

dxt = Z(xt)dt,

and
duϵt = H(uϵt) ◦ dbt +

1√
ϵ
Z(uϵt)dt.

In both cases π(ut) = 0. In the former, the the vertical part of uϵt corresponds to
a slower movement, while in the latter, it represents the faster motion.
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2.3 Main Results

Let ϵ > 0 be a positive number, and let {blt, w
j
t , 1 ≤ l ≤ m, 1 ≤ j ≤ p} be

pairwise independent one dimensional Brownian motions defined on a probability
space. Consider a family of vertical vector fields {Zj , 1 ≤ j ≤ p} the orthonormal
frame bundle OM over a manifoldM . We assume that at each u ∈ OM , the set of
vectors {Zj(u)}pj=1 spans the vertical sub-space of TuOM . Let {Xl, 0 ≤ l ≤ m} be
a family of horizontal vector fields. We pay attention to two classes of horizontal
vector fields: the basics horizontal vector fields and horizontal lifts of vector fields
on M .

2.3.1 Perturbation to vertical motions

Let uϵ denotes the solution to the following equations with common initial
values:

duϵt =
√
ϵ

m∑
l=1

Xl(u
ϵ
t) ◦ dblt + ϵX0(u

ϵ
t)dt+

p∑
j=1

Zj(u
ϵ
t) ◦ dw

j
t + Z0(u

ϵ
t)dt,

uϵ0 = u0.

(2.2)

We first use the connection 1-form ϖ and the canonical form θ to identify
the slow component and the horizontal and the vertical components of uϵ.

For g ∈ SO(n), Lg denotes its Left action on the Lie group SO(n) on OM .
Similarly Rg denotes the right action. We also use respectively ug for Rgu and
gu for Lgu. Note that Lg : SO(n) → SO(n) is a smooth map, we denote by TLg

its differential. Denote ϖ the connection 1-form. Then ϖ[Zj(ugt)] ∈ so(n).
As we shall see, the slow exponent of the solution uϵt is its projection to the

manifold, while the fast component is then represented by an SDE on the Lie
group SO(n) as follows:

dgt =

m∑
j=1

TLgtϖ[Zj(ugt)] ◦ dwj
t + TLgtϖ[Z0(ugt)]dt.

See later sections for further detail. By assumption, for any u, the above equation
has an invariant probability measure, which we denote by πu.

Let π∗X denote the pushed forward vector field, meaning π∗Xl(u) = Tπ(Xl(u)).
Set Xl(u, g) = TRg−1Xl(u) and for any g ∈ SO(n) we denote by Lg the Markov
generator of the following SDE on OM : dũt =

∑p
l=1 Xl(ũt, g)◦dblt+X0(ũt, g)dt.

The following is taken from Theorem 4.2.
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Theorem A. Assume that the vector fields {Zi,Xj} and their covariant
derivatives grow at most linearly at infinity. Suppose that M has positive injec-
tivity radius. Let xϵt = π(uϵt), we denote their horizontal lifts by x̃ϵt. Then x̃ϵt

ϵ

converges in distribution to a Markov process, which we denote by x̄t. Conse-
quently, xϵt

ϵ
converges. Furthermore, the generator of x̄t is given by averaging the

Markov generator of Lg with respect to πu, meaning that for any test function
F : OM → R, one has that

L̄F (u) =
∫
SO(n)

LgF (u)πu(dg).

We now give two examples.

Example 2.1 (The Right Invariant Horizontal Vector Field Case). Let Xl, l =

0, 1, 2, . . .m, be vector fields on M . Define Xl(u) = hu(Xl(π(u))) and we have

duϵt =
√
ϵ

p∑
l=1

Xl(u
ϵ
t) ◦ dblt + ϵX0(u

ϵ
t)dt+

m∑
j=1

Zj(u
ϵ
t) ◦ dw

j
t + Z0(u

ϵ
t)dt.

The projection π(uϵt) satisfies dxϵt =
√
ϵ
∑p

l=1Xl(x
ϵ
t) ◦ dblt + ϵX0(x

ϵ
t)dt. For all ϵ,

xϵt
ϵ

are 1
2

∑
LXi

LXi
+ LX0

-diffusions, independent of ϵ. The horizontal lifts x̃ t
ϵ

of x t
ϵ

are 1
2

∑
LXi

LXi
+ LX0

-diffusions.

Example 2.2 (The Canonical Horizontal Vector Field Case).

duϵt =
√
ϵ

n∑
l=1

Hl(u
ϵ
t) ◦ dblt + ϵH0(u

ϵ
t)dt+

m∑
j=1

Zj(u
ϵ
t) ◦ dw

j
t + Z0(u

ϵ
t)dt.

Since x̃ϵt and uϵt belong to the same fibre, there exists a group element gϵt such
that x̃ϵt = uϵt(g

ϵ
t )

−1. Then

dx̃ϵt =
√
ϵH(x̃ϵt)(g

ϵ
t ◦ dbt) + ϵH(x̃ϵt)(g

ϵ
te0)dt. (2.3)

Its ‘formal’ Stratonovich correction term vanishes. If x̃ϵ0 = u0 then gϵ0 is the
identity matrix. Let Zj = σj

kA
∗
j where {Aj} is an o.n.b of so(n). Then

dgϵt =
∑
j,k

σj
k(u

ϵ
t)g

ϵ
tAj ◦ dwk

t +
∑
j

σj
0(u

ϵ
t)g

ϵ
tAj dt.

If e0 = 0, the law of x̃ϵt
ϵ
, and hence that of xϵt

ϵ
, is independent of ϵ. This follows

from the independence of gϵt and {bt}. Finally x̃ϵt is a horizontal Brownian motion
with projection xt a Markov process and a Brownian motion on M . This is the
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construction of Brownian motions of Eells-Elworthy [7]. The invariance is no
longer true for e0 ̸= 0. In case where σj

k are constant functions, the process gϵt is
independent of ϵ. Note that it is ergodic. As ϵ→ 0, x̃ t

ϵ
converges to a horizontal

BM with a drift H̄, meaning that it is a Markov process with generator 1
2∆

H+H̄.
We expect that H̄0(x) =

∫
H(x)ge0dg to be the effective drift where dg is the

Haar measure on the group.

Remark 2.3. More generally if {Φt(u)} is a family of Markov processes on
OM with the property that Φt(ug)

law
= Φt(u)ψt(g) for some ψt(g) ∈ G and

σ{π(Φr(u))|r ≤ s} = σ{Φr(u) : r ≤ s}, then π(Φt(u)) is a Markov process.
Denote by Qt(u0, du) the law of Φt(u0) and let f :M → R be a Borel measurable
function, xt = π(Φt(u0)),

E{f(xt)|σ{xr, r ≤ s}} =

∫
(f ◦ π)(u)Qt−s(x̃s, du).

It follows that
∫
(f ◦ π)(u)Qt−s(x̃s, du) =

∫
(f ◦ π)(uψs(g))Qt−s(x̃sg, du) =

∫
(f ◦

π)(u)Qt−s(x̃sg, du). So E{f(xt)|σ{xr, r ≤ s}} depends only on xs = π(x̃s).
When e0 = 0, the flow of (2.3) satisfies the rotational invariance condition and
the horizontal lift of xt is a function of the path (xr, r ≤ t).

2.3.2 Perturbation to horizontal motions

We proceed to consider vertical perturbations to a left invariant SDE. Since
a diffusion process is continuous we may assume that M is connected.

A connection on a manifold gives rise through the transport map to the notion
of holonomy. Two points u and v of OM are equivalent if they are connected by
a C1 horizontal curve. If they are equivalent we write u ∼ v. Fix u0 ∈ OM we
denote by Φ(u0) the restricted holonomy group at u0. It consists of the sub-group
of SO(n) such that u0g and u0 are connected by a horizontal loop. It measures
how much information is lost by parallel transport along a loop.

Fix u0, we denote H = Φ(u0). Since M is connected, the holonomy groups
are conjugate to each other. Consequently the choice of u0 is not significant.

We carry on defining the holonomy bundle. Let

P (u0) = {u ∼ u0 : u ∈ OM}.

Then P (u0) is a principle bundle with the usual projection with structural group
K. It is the holonomy bundle through u0 of the connection. Holonomy bundles
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through two different points on the same fibre are related P (u) = P (u0)g for
some g. We may consider OM as disjoint union of sets of the form P (u). Let
Π1 denote the map taking a frame to a representative in the modulus space with
respect to the equivalent classes determined by H.

Let H0 be a fundamental horizontal vector field associated to a vector e0 ∈
Rn. Recall that the solution of u̇t = H0(ut) project to a geodesic on M with
initial speed u0(e0). The following is taken from Theorem 4.6.

Theorem B. Let M be a connected compact Riemannian manifold with a
Riemannian connection ∇. Consider

duϵt = H(uϵt) ◦ dbt +H0(u
ϵ
t)dt+

√
ϵ

m∑
k=1

Zk(u
ϵ
t) ◦ dwk

t + ϵZ0(u
ϵ
t)dt,

uϵ0 = u0,

(2.4)

where Zk are vertical vector fields. Then as ϵ→ 0, Π1(u
ϵ
t
ϵ
) converges in law to a

Markov process whose probability distribution is identified in (4.14) below.

In addition to the above two examples, in Theorem 3.10, we construct a
Brownian motion on the two sphere by time homogenisation and a left action.
In the language of Hopf fibration, the BM on S2 is the effective motion in the
slow /fast system we constructed by a perturbation in the cross fibre direction
of a horizontal diffusion. We also include the example of the BM creation by
spinning geodesics, its proof is omitted here as the result in [26] essentially cover
the original proof in the original version of this article [24].

3 How to construct slow/fast random SDEs?

Our methodology for complex reduction is as follows: we first project the
stochastic process uϵt to another manifold N . Then we construct an appropriate
horizontally lift map and lifting the projection to M . The horizontal map is an
ansatz for the slow variables. This procedure looses information, but we could in
some cases construct also a complementary process keeping the lost information.

In light of this, we shall introduce a more general setting of two manifolds
linked by a projection map. In a related context, a horizontal lift map was
constructed from diffusions in [10]. This section is based on [8,11], where the focus
is on defining horizontal lifts with diffusion operators. In particular these books
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are not concerned with perturbation of conservation laws nor with slow/fast
systems. We also like to refer to [29].

We fix some notations on a principal bundle p : P →M . If G is the structure
group of transformations, recall that Rg denote the right translation, a diffeomor-
phism onN where g ∈ G. The identity transformation corresponds to the identity
element of G. It has the associative property and the composition RgRh = Rgh.
Let π denote the projection taking a fibre to its base point. Denote by V TuP

the naturally defined vertical sub-bundle, V TuP = ker[Tuπ]. If A ∈ g, we define
A∗(u) = d

dt |t=0u exp(tA), for any u ∈ P . A connection ∇ on the tangent space
of M induces a splitting of the tangent spaces of TuP :

TuP = HTuP ⊕ V TuP.

The horizontal bundle HTP is a right invariant distribution and the splitting is
an Ehresmann connection. This determines a connection 1-form

ϖu : TuP → g,

and a horizontal lifting map hu : Tπ(u)M → TuP .
A connection 1-form is instrumental to our computations. It assigns any

tangent vector on P a Lie algebra element. It is determined by adjoint invariance
and its values on fundamental vertical vector fields.

(1) ϖ(A∗) = A, for all A ∈ g;

(2) (Rg)
∗ϖ = ad(g−1)ϖ for all g ∈ G.

We recall that Rg∗(A
∗) = (Ad(g−1)A)∗ .

Note also that the connection 1-form ϖ on OM is equivalent to the set of
Christoffel symbols defining a linear connection on M . Let E = {E1, . . . , En}
be a local frame; we define the Christoffel symbols relative to E by ∇Ej =∑

ki Γ
k
ijdxi ⊗ Ek. Let θi be the set of dual differential 1-forms on M to {Ei}:

θi(Ej) = δij . We define ωi
k = Γi

lkθ
l. Then dθi = −

∑
k ω

i
k ∧ θk. Let {Aj

i} be a
basis of g. To each moving frame E we associate a 1-form, ω =

∑
i,j ω

i
jA

j
i , on M .

If (O, x) is a chart of M and s : O → OM is a local section of OM , let us denote
by ωs the differential 1-form given above, then ϖ(s∗v) = ωs(v). Conditions (1)
and (2) are equivalent to the following: if a : O → G is a smooth function,

ϖ((s · a)∗v) = a−1(x)da(v) + a−1(x)ϖ(s∗v)a(x).
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This corresponds to the differentiation of s · a. Tangent vectors or vector fields
are called horizontal (res. vertical) if they take vales in HTP (respectively in
V TP ). Horizontal tangent vectors are in the kernel of ϖ. Any orthonormal basis
{A1, . . . , AN} of g induces a family of basis for the vertical bundle V TP . Then
the horizontal component of a vector w is given by wh = w −

∑
j ⟨ϖ(w), Aj⟩A∗

j .

Further background and examples

A diffusion operator A on a smooth manifold is a second order differential
operator with positive definite symbol and vanishing zero order term. In local
coordinates B acts on a real valued function as follows:

Ag =
1

2

n∑
i,j=1

ai,j
∂2g

∂yi∂yj
+

n∑
k=1

bk
∂g

∂yk

where ai,j and bk are smooth functions with (ai,j) positive symmetric. For our
analysis the local charts description would not be sufficient. For sufficiently
smooth aij and bk we can find Xi and X0 such that

A = 1
2

m∑
i=1

X2
i +X0

where write Xf = LXif for the derivative of f in the direction of X. Choose a
sum square of representation determines the correlation of the family of diffusion
process with generator A. Such Markov processes are referred as A-diffusion [16].
A sum square of representation gives a representation of the diffusion as solutions
of the SDE:

dxt =
∑

Xi(xt)dW
i
t +X0(xt)dt.

Such a representation is not unique, each representation defines the same
probability law of the Markov process, but the correlation between different initial
points may vary. If the manifold has a Riemannian metric, we denote by ∆ the
Laplace-Beltrami operator. The 1

2∆-diffusions are Brownian motions.

Definition 3.1. Let B be a diffusion operator on N and A be diffusion operator
on M , and p : N →M a smooth map.

• We say that B and A are intertwined or B is over A, if for all real valued
C2 functions f on M ,

B(f ◦ p) = (Af) ◦ p.
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• A diffusion operator B on N is vertical if B(f ◦ p) = 0 for any C2 function
f : N → R.

Intertwined diffusion operator pairs are prevalent. For example take B =

A+ B2 on R2 where A = 1
2a(x)

∂2

∂x2 and B2 = 1
2b(y)

∂2

∂y2 .
For intertwined pairs of diffusions operators, B and A, we can use a suitable

choice of horizontal lift map to separate the intrinsic and extrinsic properties, and
eventually eliminate the extrinsic noise. This programme started in [9] and was
continued in [8, 11]. To explain the construction from the above references, we
begin with the symbol of the operator, which is a linear map from the cotangent
bundle to the tangent bundle: σA : T ∗N → TN . For any C2 functions f, g and
any point x,

df(σA
x (dg)) =

1

2
(A(fg)− fAg − g(Af)) (x).

In local charts, σA(df, dg) =
∑n

i,j=1 ai,j∂if∂jg.

Definition 3.2. Let Image(σA
x ) denote the image of the linear map σB

x : T ∗
xM →

TxM . The operator A is said to be elliptic if its symbol is strictly positive at
each point. It is said to have constant rank if Image(σA

x ) has constant dimension.

We are now ready to construct the horizontal lifting maps. To begin, consider
a smooth surjective map p : N →M between smooth manifolds.

Theorem 3.3. [11, Prop. 2.1.2] Suppose that {σA
x , x ∈ M} has constant rank

and B an A are intertwined by p : N →M . There is a unique linear map, called
the horizontal lifting map, hu : Image(σA

p(u)) ⊂ Tp(u)M → Image(σB
u ) ⊂ TuN,

such that Tup ◦ hu is the identity map. This is defined as below: Let u ∈ N ,
v ∈ Tp(u)M and α a pre-image of v by σA

π(u):

hu(v) = σB
u (Tup)

∗(α),

The image of hu induces a smooth distribution, called the horizontal distri-
bution associated to A. If A elliptic then the image HTuN of hu is a horizontal
complement to the vertical space:

TuN = HTuN ⊕ V TuN, u ∈ N.

If p : N → M admits furthermore a principal bundle structure with group G

acting on N , this is an Ehresmann connection. A connection 1-form ϖ : TN → g,
where g is the Lie algebra of G, determines such a connection.
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The theory in [8] allows to extract from the pair (A,B) a horizontal lift and
the horizontal lift of A :

AH = 1
2

∑
X̃2

i + X̃0

where X̃i is the horizontal lift of the vector field Xi. The procedure of splitting
B into a horizontal and vertical part is easier to describe. First recall that A is
semi-elliptic, if it has a constant but not full rank.

Definition 3.4. If X0 ∈ ImageσA we say A is cohesive.

We shall assume that the semi-elliptic operator is cohesive. The following
construction is the underlying structure allowing us to study perturbation to
motions that are horizontal and vertical.

Theorem 3.5. [11, Theorem 2.2.5 ] There is a unique vertical diffusion Bv such
that

B = AH + Bv.

Indeed, if y is a regular point of the map p, the Bv diffusion starting from
y stays in the sub-manifold p−1(p(y)). These sub-manifolds are conserved quan-
tities. To study perturbed systems, we make ergodic assumption. For exam-
ple, for horizontal perturbation to vertical motions, we may want to assume
that the vertical diffusion operator is ‘elliptic’, which means that its symbol
σBv

y : V TyN × V TyN → R is strictly positive definite.
At this point we would like to note that decomposition of stochastic flows

has been studied in the past, see e.g. [5,30]. The following examples of diffusion
pairs are given in [11].

Example 3.6. Consider the cylinder R × S1. Let z denote the S1 direction,
p(x, z) = z, A = ∂2

∂z2 , and B = sin z ∂
∂x + ∂2

∂z2 . Set AH = ∂2

∂z2 . We may consider
the following perturbed operators: Lϵ := sin z ∂

∂x + 1
ϵ

∂2

∂z2 . The projection of the
Lϵ is approximately a constant on the interval [0, 1ϵ ].

Example 3.7. Let N = R3 with the Heisenberg group structure. This is iso-
morphic to the matrix group of 3× 3 upper diagonal matrices :

(x, y, z) 7→

1 x z

0 1 y

0 0 1

 (3.1)
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The Heisenberg group multiplication on R3 is defined by

(x, y, z) · (x′, y′, z′) =
(
x+ x′, y + y′, z + z′ +

1

2
(xy′ − yx′)

)
.

For (x, y, z) ∈ R3 define π(x, y, z) = (x, y). Let

Y1 =
∂

∂x
− 1

2
y
∂

∂z
, Y2 =

∂

∂y
+

1

2
x
∂

∂z

be the left invariant vector fields on N . These are obtained respectively by left
translations of the vectors (1, 0, 0) and (0, 1, 0) at the origin, hence the span of
{Y1, Y2} has constant rank 2 at any point. The vertical vector field is ∂

∂z . Let

AH = 1
2 (Y

2
1 + Y 2

2 ), B0 = 1
2

∂2

∂z2
− ∂

∂z
.

Define horizontal lift :

(u, v) 7→ (u, v,
1

2
xv − 1

2
yu).

Then the vector fields Y1, Y2 are respectively the horizontal lifts of the vector
fields ∂

∂x and ∂
∂y on R2, and AH is the horizontal lift of the linear operator

A = 1
2 (

∂2

∂x2 + ∂2

∂y2 ) on R2. With the horizontal lift map , we may list a smooth
curve σ : [0, T ] →M , with σ(0) = 0, to a horizontal curve σ̃. This is given by

σ̃(t) =

(
σ1(t), σ2(t),

1

2

∫ t

0

(
σ1(t)dσ2(t)− σ2(t)dσ1(t)

))
. (3.2)

Equation (3.2) remains valid for the horizontal lift of Brownian motion on R2,
provided the integrals are interpreted as Stratonovich integral.

Let us define Lϵ = 1
2 (Y

2
1 + Y 2

2 ) +
1
ϵB

0, which is over A according to Def-
inition 3.1. The slow part of the Lϵ-diffusion is an AH diffusion, it does not
depend on ϵ. This example can extend to a more general case. Let us assume
that ri : R3 → R be real valued functions with (∂r1∂y − ∂r2

∂x )2 strictly positive. For
each point (x, y, z) ∈ R3, we define the following map, from the tangent space of
R2 to the tangent space of R3:

h(x,y,z)(u, v) = (u, v, r1(x, y, z)u+ r2(x, y, z)v).

See Elworthy-LeJan-Li [11, pp21]. Let X1 = ∂
∂x + r1

∂
∂z and X2 = ∂

∂y + r2
∂
∂z . Set

AH :=
1

2
(
∂

∂x
+ r1

∂

∂z
)2 + 1

2 (
∂

∂y
+ r2

∂

∂z
)2.
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The first prolongation of span{X1, X2}, i.e. span{X1, X2, [X1, X2]} has full
rank at each point. Consider a function α such that the invariant measure µ
of the Markov process with generator (γ − r21 − r22)

∂2

∂z2 + α ∂
∂z is the standard

Gaussian measure. Let uϵt denotes a Lϵ Markov process where

Lϵ := AH +
1

ϵ2
(γ − r21 − r22)

∂2

∂z
+

1

ϵ
α
∂

∂z
.

For each ϵ, (A,Lϵ) determines a connection. Denote by ũϵt the horizontal lift of
xϵt := π(uϵ· ). Write uϵt = xϵtg

ϵ
t . We say a few words about an auxiliary vertical

process with parameter u ∈ OM . Fix u ∈ OM , the vertical motion with frozen
u is a Markov process with infinitesimal generator 1

2 (
∂
∂x + r1(ug)

∂
∂z )

2 + 1
2 (

∂
∂y +

r2(ug)
∂
∂z )

2. Let γ be such that γ − r21 − r22 > c for some positive number c. If
ri are not constants a.s. with respect to µ, the slow part of diffusion converges
to an elliptic diffusion on the Heisenberg group. Its invariant measures shall be
denoted by µu. These measures are use for averaging out the diffusion generator
of the slow variables.

Example 3.8. A non-relativistic quantum mechanical diffusion lives naturally
in R3×SO(3), the orthonormal frame bundle of R3. Its spatial projection lives in
R3. Studies associated to quantum mechanical equations, mainly the continuity
equation describing the probability density of the quantum equation, have inter-
twined structures on p : R3×SO(3) → R3. I am grateful to D. Elworthy to bring
my attention to the paper of Wallstrom [41] where limits of stochastic processes
in R3 ×SO(3) are discussed. The Bopp-Haag-equations have one free parameter
I and its solutions converge to that of an equation with Pauli Hamiltonian as
I → 0. The Bopp-Haag-Dankel stochastic mechanical diffusions R3×SO(3) were
introduced by Dankel, describing a diffusion particle with definite position and
orientation. The Bopp-Haag -Dankel diffusions on R3 × SO(3) are given by a
simple SDE with drift given by a Pauli spinor (solution of quantum equation
associated with Pauli Hamiltonian with parameter I). In [41] it was shown that
for spin 1

2 wave functions and regular potentials the process parametrized by I

converge to a Markovian process onto R3, due to the averaging out of the orienta-
tional motion. The spatial projection describes the spatial motion of the particle
without its orientation.

Example 3.9. Let G = SO(n) and π : Rn × G → Rn the projection to its
first component. Let g = so(n) be the Lie algebra of the Lie group G. For each
x ∈ Rn, let hx : TxRn ∼ Rn → g be a linear map varying smoothly in x. The
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map (x, v) 7→ (x, hx(v)) can be considered as the horizontal lifting map through
(x, I) where I is the identity matrix. This induces on Rn a non-trivial covariant
differentiation ∇. Let e ∈ Rn, consider the SDE

dxt = ϵ1gt ◦ dbt + ϵgte dt

dgt = ϵ1hxϵ
t
(gt ◦ dbt)gt + ϵhxt(gte)gtdt+

√
δ

p∑
k=1

Zk(xt, gt) ◦ dwk
t

+ δZ0(xt, gt)dt.

where bt = (b1t , . . . , b
n
t ) and wt = (w1

t , . . . , w
p
t ) for (bit, wk

t ) independent 1-dimensional
Brownian motions. Also, Zk : Rn ×G → TG with Zk(x, g) ∈ TgG. When h = 0

this corresponds to the trivial lifting. We consider three types of scalings: 1)
δ = 1, ϵ1 =

√
ϵ and ϵ → 0; 2) ϵ1 = ϵ = 1 and δ → 0. For the third type take

ϵ1 = 0, ϵ = 1 and δ → ∞. In case 1) it turns out that the solution xt is a slow
variable, despite the involvement of gt.

3.1 Hamiltonian Dynamics on the cotangent bundle.

We shall represent the equation on the orthonormal frame bundle and con-
sider randomly perturbation to the second order geodesic equation which reduces
to a slow /fast motion in which the fast motion satisfies strong Hörmander’s con-
ditions.

A geodesic (x(t), t ∈ [0, 1]) is a solution to the second order ODE on M :
d
dt ẋ

k(t) = −Γk
ij(x(t))ẋ

i(t)ẋj(t), where the functions Γk
ij are the Christoffel sym-

bols. A geodesic is constant speed length minimising curve. It is also the motion
of a free particle minimizing the energy function E(x·) = 1

2

∫ 1

0
|ẋ(t)|2dt. So a

geodesic is intuitively the motion of a free particle that minimises the energy
function. In fact they are critical points of E.

If we identify the tangent and the cotangent bundle, the geodesic flow is the
Hamiltonian flow for H(x, y) = 1

2 |y|
2
x, (x, y) ∈ T ∗M . To see this let (U, x) be a

local coordinate for M , where U is an open set of M and by abuse of notation
x : U → Rn is a diffeomorphism to its image and x = (x1, . . . , xn). Then (x, y) is
the induced coordinate map for T ∗M , and (x, y) represents the cotangent vector∑

i yidxi. Let (gij) denote the inverse matrix to the Riemannian metric (gij)

then H(x, y) = 1
2

∑
i,j g

ij(x)yiyj . Let ω =
∑

i dxi ∧ dyi be the non-degenerate
symplectic 2-form on T ∗M and we define the Hamiltonian vector field XH on
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T ∗M by ιXH
ω = dH where ι denotes the interior product. The solution flow to

ẋ(t) = XH(x(t))

are geodesics. To see this more clearly we will write the equation in local coor-
dinates. Firstly

dH =
1

2

∑
i,j,k

∂gi,j

∂xk
yiyjdxk +

∑
i,j

gijyidyj .

If X =
∑

k fk
∂

∂xk
+
∑

k hk
∂

∂yk
, then ιXω =

∑
k fkdyk −

∑
k hkdxk. This means

that X has the expression

X =
∑
k

∑
i

gikyi
∂

∂xk
−
∑
k

1

2

∑
i,j

∂gi,j

∂xk
yiyj

∂

∂yk
.

Let (xt, yt) denote the integral curve of X, then

ẋk =
∑
j

gkjyj , ẏk = −1

2

∑
i,j

∂gij

∂xk
yiyj .

We differentiate ẋk once more, transform yk to ẋk’s by lowering the indexes,
apply the formula for Christoffel symbols in terms of (gi,j), and we see that this
is indeed the geodesic equation given earlier.

To pass to the frame bundle, we recall the notion of associated bundles and
the tangent bundle is a associated fibre bundle with fibre Rn to the frame bundle
P . Fix e0 ∈ Rn, let H = {g ∈ G : ge0 = e0] denote the isotropy group at
e0. The total space is P × Rn/ ∼ where the equivalent class is determined by
[u, e] ∼ [ug−1, ge], any g ∈ G. Elements of the form ug where g ∈ H belong to
the same equivalence class. Let P/H denote the quotient bundle which contains
precisely the equivalence class of the form {ug, g ∈ H}. Then the tangent bundle
is identified with the quotient bundle P/H. Denote by ξ0 the coset H. Let α be
the map:

αe0 : u ∈ P → ue0 ∈ TM.

Fix a unit vector e0 ∈ Rn and consider G = SO(n). Each element v ∈ TM

has a representation [u, e0] in OM × Rn and it is unique up to right translation
by elements of isotropy group at e0. We may identify OM × Rn/ ∼ with the
quotient bundle OM/H, whose elements are the equivalence class of elements of
the form ug, g ∈ H. Let α be the associated map:

αe0 : u ∈ OM → ue0 ≡ [u, e0] ∈ TM.
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The differential Dαe0 at u induces a map from TuOM to Tue0TM . Any vector
field W on OM , that is invariant by right translations of elements of Ge0 , induces
a vector field on TM . If v = ue′0 = ue0 there is g ∈ G with e′0 = g−1e0. Set
u′ = ug. Since αe0(u) = αe′0

(Rgu),

Duαe0(W (u)) = Du′αe′0
DRg(W (u)) = Du′αe′0

(
W (u′)

)
,

the map W ∈ ΓTP 7→ Duαe0(W (u)) ∈ ΓTTM , is independent of the choice
of e0. If W (u) = Hu(e0), the induced vector field X on the tangent bundle
TM is a geodesic spray, i.e. in local co-ordinates X(x, v) = (x, v, v, Z(x, v))

and Z(x, sv) = s2Z(s, v). This corresponds to the geodesic equation on TM :
dvkt = −Γk

ij(σt)v
i
tv

j
t , σ̇t = vt, σ(0) = π(u0), v(0) = u0e0. A vector field on OM

that is horizontal and invariant under translation by the action of G projects to
a vector field on the base manifold.

Let (ue0t ) be the solution to

u̇(t) = Hut
(e0), u(0) = u0,

then π(ue0t ) is the geodesic with initial velocity u0(e0) and initial point π(u0). In
other words a geodesic is the projection of a horizontal flow from the bundle of
orthonormal frames of M to M . It is worth remarking that horizontal vector field
H(e0) does not project to a vector field on M . This fact explains how random
perturbation in the rotation group be transmitted to the geodesics.

We explain the horizontal lift in this setting. Let c(t) be a curve and c̃(t)

a horizontal lift of c(t). The principal part of c̃(t) is a n × n matrix whose
column vectors {c̃1(t), . . . , c̃n(t)} form a frame. In components, write c̃l(t) =

(c̃1l (t), . . . , c̃
n
l (t))

T . Then

∂c̃kl (t)

∂t
+

n∑
i=1,j=1

∂ci(t)

∂t
Γk
ij(c(t))c̃

j
l (t) = 0.

Take c(t) = (0, . . . , t, . . . , 0), where the non-zero entry is in the ith-place. We
obtain the principal part of the horizontal lift of ∂

∂xi
through u = c̃(0) = (ujl ):(

hc̃(0)(
∂

∂xi
)

)
l

=

(
∂c̃

∂t
(0)

)
l

= −

∑
j

Γ1
ij u

j
l , . . . ,

n∑
j=1

Γn
iju

j
l

T

.

Denote by Ai the matrix whose element at the (b, l) position is
∑

j Γ
b
iju

j
l . We

conclude that Ai is the principal part of Hu(
∂

∂xi
) and the horizontal space at u

is spanned by the basis {( ∂
∂xi

, Ai)}. This example will be continued in §4.1.
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3.2 Horizontal diffusions on the hyperbolic plane

Below we compute the horizontal diffusions in case the base manifold is the
hyperbolic plane and R2.

On the hyperbolic plane

Let H2 = {(x1, x2) : x2 > 0} be the hyperbolic plane and set gij = 1
(x2)2

δij .
Its non-zero Christoffel symbols are:

Γ1
12 = Γ1

21 = − 1

x2
, Γ2

22 = − 1

x2
, Γ2

11 =
1

x2
.

The total space of the orthonormal frames is a product space. We let u0 denote

the principal part of a frame u. Let u0 = (u1, u2) =

(
u11 u12
u21 u22

)
, it belongs to

SO(2). Let x = π(u) = (x1, x2). Let {e1, e2} be the standard basis of R2. Then

X1(u
0) := hu(e1) = −

(∑
j Γ

1
1ju

j
1

∑
j Γ

1
1ju

j
2∑

j Γ
2
1ju

j
1

∑
j Γ

2
1ju

j
2

)
= − 1

x2

(
−u21 −u22
u11 u12

)

X2(u
0) := hu(e2) = −

(∑
j Γ

1
2ju

j
1

∑
j Γ

1
2ju

j
2∑

j Γ
2
2ju

j
1

∑
j Γ

2
2ju

j
2

)
=

1

x2

(
u11 u12
u21 u22

)
.

In equation (4.2) we take e0 = (1, 0)⊥, Ā = 0, ut = (x(t), u0(t)), and

A =

(
0 1√

2

− 1√
2

0

)
.

Denote the components of (u0(t)) by (ujl (t)), where the subscript denote the
index for the column. Observe that ue0 is the first column of u. Also

Hu(e1) = hu(ue1) = u11hu(e1) + u21hu(e2) = u11X1(u) + u21X2(u).

Then equation (4.2) takes the following form:

ẋ(t) = Tπ(Hut(e0)) = u0(t)(e0) =

(
u11(t)

u21(t)

)
,

du0(t) =
(
u11(t)X1(u

0(t)) + u21(t)X2(u
0(t))

)
dt+

1√
ϵ
u0(t)A ◦ dwt.

In the equations we suppressed the superscript ϵ and the variable ω. In particular,
x2(t) =

∫ t

0
u21(s)ds. Furthermore, the principal part of horizontal lift of x(t) solves
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the following equation:

˙̃x(t) = hx̃(t)(ẋ(t)) = hx̃(t)(u
0(t)(e0)) = u11(t)X1(x̃(t)) + u21(t)X2(x̃(t)).

We see later that there is a rotation matrix gt(ω) such that u0(t, ω) = x̃t(ω)gt(ω).
Again we have suppressed the superscript ϵ.

Horizontal diffusions on Rn

Let us take M = Rd with the trivial Riemannian metric. Then OM = Rn ×
O(n). The horizontal vectors in the tangent space of OM are those with vanishing
Lie-algebra components. We write a frame u as (x, g). The horizontal lift at
u = (x, g) of a vector v ∈ TxRn is ((x, g), (v, 0)) ∈ (Rn×O(n))× (TxRn× so(n)).

To ease the notation we omit the trivial component of the horizontal lift,
we have Hu(e) = (ge, 0) and the equation u̇t = Hut

(e0) is equivalent to ẋt =

gte0, ġt = 0, g0e0 = v0. Let Ak ∈ so(n). We claim that (xϵt
ϵ
) converges as

ϵ → 0. At first glance this equation appears to have the wrong scaling. Let us
set yϵt =

1
ϵx

ϵ
ϵt and g̃ϵt = gϵϵt. The above equation is equivalent to{

ẏϵt = g̃ϵt e0,

dg̃ϵt =
∑

k g̃
ϵ
t Ak ◦ dw̃k

t + ϵ g̃ϵt Ā dt

with yϵ0 = 1
ϵx0 and g̃ϵ0 = I. Here {w̃k

t } is a family of independent Brownian
motions.

For simplicity, let us assume that Ā = 0, then {g̃ϵt} is a reversible ergodic
Markov process on SO(n) with the Haar measure as the invariant measure. We
can apply central limit theorems for additive functionals of Markov processes. Let
e ∈ Rn we set V e(g) = ⟨ge0, e⟩ and set Y e(t) =

∫ t

0
V e(g̃ϵs)ds. It is easy to check

that for each e, V e satisfies the conditions in Theorem 1.8 and Corollary 1.9 in
Kipnis-Varadhan [20], in particular

∫
O(n)

V e(g)dg = 0. Hence ϵ Y e( t
ϵ2 ) converges

weakly, and so does xϵt
ϵ
= ϵ yϵt

ϵ2
. See also Helland [15]. For more general mani-

folds, the integrals
∫ t

0
V e(g̃ϵs)ds does not make sense as it stands, we ‘transform’

them into path integrals of differential 1-forms along semi-martingales.

3.3 An example of diffusion creation on S2

Let Sn denote the n-sphere. We present a stochastic perturbation model
on S3 which we visualise as S2 with a non-trivial fibration, on each point of S1

we attach a circle, these circles are entangled. Hopf fibration is the principal



290 Xue-Mei Li

bundle π : S3 → S2 with S1 acting on the right. It is convenient to consider
the representation by unitary groups in which S3 is identified with SU(2), S1

with U(1), and S2 with SU(2)/U(1). We introduce a family of SDEs on S3

with a small parameter ϵ and construct a Brownian Motion on S2 by stochastic
homogenisation.

Hopf fibration occurs in multiple situation in physics: in quantum systems
and in mechanics, c.f. Urbantke [40]. Our interest in the Hopf fibration comes
from its history as a rich background for constructing counter example. For
example, the first non-trivial example of collapsing manifolds without blowing
up the curvature was given on the Hopf fibration by M. Berger in 1962. This was
achieved by shrinking the length of S3 by a scale of ϵ along the Hopf fibration
direction and leaving the orthogonal directions unchanged. Our model is related
to this scaling. In a paper in preparation we study the dynamics associated to
collapsing manifold [23].

An element of SU(2) is of the form

(
a+ bi c+ di

−c+ di a− bi

)
, an element eiθ ∈

U(1) shall be represented as the matrix

(
eiθ 0

0 e−iθ

)
. The Lie algebra su(2)

is the set of matrices such that A+ ĀT = 0 and with zero trace:(
ia β

−β̄ −ia

)
, a ∈ R, β ∈ C.

We shall denote by Y ∗ the left invariant vector fields associated to a vector
Y ∈ su(2), however the superscript will be often omitted for simplicity so Y

denotes both an element of the tangent vector at the identity or the left invariant
vector field it generated.

Consider the Pauli basis {Xi} where

X1 =

(
i 0

0 −i

)
, X2 =

(
0 −1

1 0

)
, X3 =

(
0 i

i 0

)
.

Under the standard following inner product on su(2), ⟨A,B⟩ := 1
2 traceAB

∗,
{X1, X2, X3} is an orthonormal basis. Note that X1 is adjoint invariant under
the circle action and so is the linear span of {X2, X3}. In fact eiθXi = Xie

−iθ.
Let us define a distribution D = span{X∗

2 , X
∗
3}, which is obviously left invariant

with respect to the group action on S3. The span of the left invariant vector
fields is also right invariant under the circle action. This is due to the following
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fact: let u ∈ SU(2), θ ∈ R, ueiθXi ∈ Dueiθ where i = 2, 3, we have ueiθXi =

u(eiθXie
−iθ)eiθ ∈ TReiθDu. Then TuS3 = [kerTuπ]⊕Du defines an Ehresmann

connection on the principal bundle and a horizontal lifting map.
Let ∇L be the left invariant linear connection and ∇ the Levi-Civita connec-

tion for the bi-invariant Riemannian metric on the Lie group SU(2). Denote by
∆ the Laplacian on S3. Let ∆H =

∑3
i=2 ∇Ldf(Xi, Xi) =

∑3
i=2 LXi

LXi
where

LXi
denotes Lie derivative in the direction of Xi, be the Horizontal Laplacian

corresponding to the Horizontal distribution.

Theorem 3.10. Let Y0 ∈ span{X2, X3} and let (bt) be a 1-dimensional Brown-
ian motion. Let uϵt be the solution to the following SDE on SU(2)× U(1),

duϵt = uϵtY0dt+
1√
ϵ
uϵtX1 ◦ dbt, uϵ0 = u0.

where u0 ∈ SU(2). Let xϵt = π(uϵt) and x̃ϵt its horizontal lift. Then x̃ϵt
ϵ

converges
in probability to the hypo-elliptic diffusion with generator L̄F = 1

2 |Y0|
2∆H . If Y0

is a unit vector, xϵt
ϵ

converges in law to the Brownian motion on S2.

Note that {X1, X2, X3} is a Milnor frame [33] with structural constants
(−2,−2,−2),

[X1, X2] = −2X3, [X2, X3] = −2X1, [X3, X1] = −2X2.

If Y0 = c2X2 + c3X3 ̸= 0, span{X1, Y0, [Y0, X1]} = span{X1, X2, X3}. By the
structural equations [Y0, X1] = 2c2X3 − 2c3X2 and {X1, Y0, [Y0, X1]} is linearly
independent. This is easily seen from the non-degeneracy of the matrix 1 0 0

0 c2 −2c3

0 c3 2c2

 .

It follows that the equation duϵt = uϵtY0dt +
1√
ϵ
uϵtX1 ◦ dbt satisfies Hörmander’s

condition and is hypo-elliptic.
For the theorem, the important observation is that if Y0 ∈ span{X2, X3} so

is the multiplication of Y0 by an element of S1. Hence the left invariant vector
fields X∗(gY0) makes sense. This lead us to the following problem, which can
be considered as perturbation of geodesic flows by rotating the direction of the
geodesic flow very fast.

Let us examine the principal bundle in detail. A typical element of SU(2)

may be expressed as (z, w), where z, w ∈ C are such that |z|2 + |w|2 = 1, or as
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a matrix

(
z −w̄
w z̄

)
. The right action by eiθ ∈ U(1) is (z, w) 7→ (eiθz, eiθw),

which can be considered as right multiplication in the group SU(2) by elements
of the form eiθ ∼ (eiθ, 0):(

z −w̄
w z̄

)
7→

(
z −w̄
w z̄

)(
eiθ 0

0 e−iθ

)
.

We introduce the Hopf map π : SU(2) → S2. It is a submersion given by the
following formula:

π(z, w) = (Re(2zw̄), Im(2zw̄), |z|2 − |w|2).

The map Tuπ can be better visualised if S3 is treated as a subset of R4,
writing z = y1 + iy2, w = y3 + iy4, and y = (y1, y2, y3, y4) ∈ R4, then

Tyπ = 2

 y3 y4, y1 y2

−y4 y3 y2, −y1
y1, y2, −y3, −y4

 .

The vertical tangent spaces are the kernels of Tπ. It is easy to check that the
vector field V (y1, y2, y3, y4) = −y2∂1 + y1∂2 − y4∂3 + y3∂4 is vertical, meaning
Tπ(V ) = 0. Back to the principal bundle picture, V ((z, w)) := (iz, iw) is the
fundamental vertical vector field, associated to the element i in the Lie algebra
of U(1).

The Hopf map π projects a curve ut in SU(2) to one in S2. A curve xt in S2

lifts to a horizontal curve x̃t in SU(2) through the horizontal lifting map induced
by the Ehresmann connection. Below we present the proof for Theorem 3.10.

Proof. Let xϵt denote the projection of uϵt. Then there exists a stochastic
process aϵt ∈ S1 be such that uϵt = x̃ϵta

ϵ
t where x̃ϵt is the horizontal lift of xϵt

through u0, using the connection determined by {X∗
2 , X

∗
3}. Then aϵ0 = 1 and

dx̃ϵt = TR(aϵ
t)

−1 ◦ duϵt + (aϵt ◦ d(aϵt)−1)∗(x̃ϵt).

In the equation above, aϵt represents the action of the differential of the left
multiplication Laϵ

t
. The term d(aϵt)

−1 denotes the stochastic differential, and the
symbol ◦ signifies Stratonovich integration. Thus

dx̃ϵt = TR(aϵ
t)

−1

(
uϵtY0dt+

1√
ϵ
uϵtX1 ◦ dbt

)
+ ((aϵt) ◦ d(aϵt)−1)∗(x̃ϵt). (3.3)
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Since x̃ϵt is horizontal, the connections form : ϖ(dx̃ϵt) = 0. Since the left invariant
vector fields, uϵtY0 or vϵtY0, are horizontal, we obtain

(aϵt) ◦ d(aϵt)−1 = −ϖx̃ϵ
t

(
1√
ϵ
uϵtX1(a

ϵ
t)

−1 ◦ dbt
)

= − 1√
ϵ
aϵtX1(a

ϵ
t)

−1 ◦ dbt.

We have used the fact that on the fundamental vertical vector fieldA∗,ϖu(A
∗(u)) =

A, where A is any vertical vector in the Lie algebra su(2). It follows that

d(aϵt)
−1 = − 1√

ϵ
X1(a

ϵ
t)

−1 ◦ dbt.

Consequently,

dx̃ϵt = uϵtY0(a
ϵ
t)

−1dt+
1√
ϵ
uϵtX1(a

ϵ
t)

−1 ◦ dbt −
1√
ϵ
x̃ϵta

ϵ
tX1(a

ϵ
t)

−1 ◦ dbt

= x̃ϵta
ϵ
tY0(a

ϵ
t)

−1dt.

Since there is no Stratonovich correction term for daϵt = 1√
ϵ
aϵtX1 ◦ dbt, the

corresponding infinitesimal generator is 1
2ϵ∆S1 where ∆S1 is the Laplacian on

S1. The Haar measure dg is the unique invariant measure for it. Then the
stochastic processes x̃ϵt converges to u0. This is because the limiting diffusions
would be the solution flow to the vector field

∫
S1 gY0gdg which vanishes. We

shall show that over the time scale [0, 1ϵ ], x
ϵ
t converges. We begin with proving

that {x̃ϵt
ϵ
, ϵ ∈ (0, 1]} is tight. Its probability distribution is the same as that of

the solution of
d

dt
yϵt =

1

ϵ
ytg t

ϵ
Y0(g t

ϵ
)−1.

where

dgt =
1

ϵ
gtX1 ◦ dbt, g0 = Id .

Let F : S3 → R be any smooth function. Since Y0 ∈ span{X2, X3},

F (yϵt ) = F (u0) +
1

ϵ

∫ t

0

dF (yϵsg
ϵ
sY0(g

ϵ
s)

−1)ds

= F (u0) +
1

ϵ

3∑
j=2

∫ t

0

dF (yϵsXj)⟨yϵsXj , y
ϵ
sg

ϵ
sY0(g

ϵ
s)

−1⟩.

Here dF : TS3 → R denotes the differential of F as a linear map. We omit the
base variable: for v ∈ TxS

3, we use dF (v) for its devaluation at v. We have
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used the left invariant of the Riemannian metric on S2. By left invariance of the
Riemannian metric, we have

F (yϵt )− F (u0) =
1

ϵ

3∑
j=2

∫ t

0

dF (yϵsXj)⟨Xj , g
ϵ
sY0(g

ϵ
s)

−1⟩ds. (3.4)

It is easy to see that

dF (yϵsXj)

= dF (u0Xj) +
1

ϵ

∫ s

0

∇LdF (yϵrg
ϵ
rY0(g

ϵ
s)

−1, yϵrXj)dr

= dF (u0Xj) +
1

ϵ

3∑
k=2

∫ s

0

∇LdF (yϵrXk, y
ϵ
rXj)⟨yϵrgϵrY0(gϵs)−1, yϵrXk⟩ dr .

In the above formula, we use the left invariant connection ∇L so that the covariant
derivative of the left invariant vector fields vanish. Then for j = 2, 3,

dF (yϵtXj)⟨Xj , g
ϵ
tY0(g

ϵ
t )

−1⟩ − dF (u0Xj)⟨Xj , Y0⟩

=
1

ϵ

3∑
k=2

∫ t

0

∇LdF (yϵsXk, y
ϵ
sXj)⟨Xk, g

ϵ
sY0(g

ϵ
s)

−1⟩ ⟨Xj , g
ϵ
sY0(g

ϵ
s)

−1⟩ ds

+

∫ t

0

dF (yϵsXj)d⟨Xj , g
ϵ
sY0(g

ϵ
s)

−1⟩.

(3.5)

By Itô’s formula, it is easy to see that

d⟨Xj , g
ϵ
tY0(g

ϵ
t )

−1⟩ = 1

ϵ
⟨Xj , g

ϵ
t [X1, Y0](g

ϵ
t )

−1⟩ ◦ dbt −
2

ϵ2
⟨Xj , g

ϵ
t [X1, Y0](g

ϵ
t )

−1⟩dt.
(3.6)

We have used the fact that d
dtgtY0gt = [X1, Y0] if ġt = gtX1, the transfer principle,

the fact that the inner product is linear. Observe also that X2
1 = − Id, X1Y0X1 =

−Y0 and so [X1, [X1, Y0]] = −4Y0. It follows that

dF (yϵtXj)⟨Xj , g
ϵ
tY0(g

ϵ
t )

−1⟩ − dF (u0Xj)⟨Xj , Y0⟩

=
1

ϵ

3∑
k=2

∫ t

0

∇LdF (yϵsXk, y
ϵ
sXj)⟨Xk, g

ϵ
sY0(g

ϵ
s)

−1⟩ ⟨Xj , g
ϵ
sY0(g

ϵ
s)

−1⟩ ds

+
1

ϵ

∫ t

0

dF (yϵsXj)⟨Xj , g
ϵ
s[X1, Y0](g

ϵ
s)

−1⟩dbs

− 2

ϵ2

∫ t

0

dF (yϵsXj)⟨Xj , g
ϵ
s[X1, Y0](g

ϵ
s)

−1⟩ds.
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Input the above information to the right hand side of (3.4), we obtain

F (yϵt ) = F (u0)−
1

2
ϵ
(
dF (yϵtg

ϵ
tY0(g

ϵ
t )

−1)− dF (u0Y0)
)

+
1

2

∫ t

0

∇LdF (yϵsg
ϵ
sY0(g

ϵ
s)

−1, yϵsg
ϵ
sY0(g

ϵ
s)

−1)ds

+
1

2

3∑
j=2

∫ t

0

dF (yϵsXj)⟨Xj , g
ϵ
s[X1, Y0](g

ϵ
s)

−1⟩dbs.

(3.7)

This computation is inspired by the fact that the two real valued functions
on S1, θ 7→ ⟨X2, e

iθY0⟩ and θ 7→ ⟨X3, e
ßθY0⟩, are eigenfunctions of the Laplace-

Beltrami operator ∆S1 . Also note that gϵt , as an element of S1, takes the form
etθ

ϵ
t .
Since F is a smooth function on compact manifolds, the probability distribu-

tion of {x̃ϵt
ϵ
, ϵ > 0} is tight, see Lemma 3.11 below. Thus there is a sequence ϵn

decreasing to zero with the probability distribution of yϵn converges to a proba-
bility distribution on the space of paths over S3 which we denote by µ.

By Theorem 4.2 [16], there is a probability space and a sub-sequence of
numbers ϵnk

of ϵn, a family of stochastic processes vnk
· and v·, a one dimensional

Brownian motion (wt), such that (vnk
· , w·) equals to (yϵn· , b·) in law, uk converges

to v almost surely, whose probability distribution is µ, which we identify below.
By Stroock-Varadhan’s martingale method we first prove that F (vt) − F (v0) −∫ t

0
L̄F (vs)ds is a martingale where

L̄F (u) =
3∑

j,k=2

∇LdF (uXk, uXj)

∫
S1

⟨Xj , gY0⟩⟨Xk, gY0⟩dg.

We have to take care of two delicate points. The first point is that we have taken
the liberty to enlarge the space of consideration from S3 to S3×S1 and equation
(3.7) involves the process gϵt ∈ S1. The second is to pass to the limit k → ∞ in
(3.7), where one of the terms is a stochastic integration. The first difficulty arises
from the fact that the laws of the fast rotation gϵ· is not tight and we do not
expect a convergent subsequence of the triple (yϵ· , g

ϵ
· , b·) and cannot legitimately

assume that (3.7) holds with (y
ϵnk
· , b·) replaced by (vk· , w·).

Let us define a process hkt on S1 by the following relation:

hϵt(ω)Y0(h
ϵ
t(ω))

−1 = ϵ(vkt )
−1(ω)v̇ϵt (ω).

Then the triple (ukt , hkt , wt) satisfies (3.7). We follow the above computation back-
wards, using (3.5) with gt replaced by ht. Replace the processes (y

ϵnk
t , g

ϵnk
t , bt)



296 Xue-Mei Li

by (vkt , h
k
t , wt) in (3.5) and (3.7) so we have:

F (vkt ) =F (u0)−
1

2
ϵnk

(
dF (vkt h

k
t Y0(h

k
t )

−1)− dF (u0Y0)
)
ds

+
1

2

∫ t

0

∇LdF (vksh
k
sY0(h

k
s)

−1, vksh
k
sY0)(h

k
s)

−1ds

+
1

2

3∑
j=2

∫ t

0

dF (vksXj)⟨Xj , h
k
s [X1, Y0](h

k
s)

−1⟩dbs.

(3.8)

and
dF (vkt h

k
t Y0(h

k
t )

−1)− dF (u0Y0)

=
1

ϵnk

∫ t

0

∇LdF (vksh
k
sY0(h

k
s)

−1, vksh
k
sY0(h

k
s)

−1)ds

+

∫ t

0

dF (v
ϵnk
s Xj)d⟨Xj , h

k
sY0(h

k
s)

−1⟩.

Comparing with

F (vkt ) = F (u0) +
1

ϵnk

∫ t

0

dF (vksh
k
sY0(h

k
s)

−1)ds

we obtain the following identity:

d⟨Xj , h
k
t Y0(h

k
t )

−1⟩ = 1

ϵ
⟨Xj , g

ϵ
t [X1, Y0](g

ϵ
t )

−1⟩◦dwt−2
1

ϵ2
⟨Xj , g

ϵ
t [X1, Y0](g

ϵ
t )

−1⟩dt.

Finally we recover that

dhks =
1

ϵ
hksX1dwt.

With this established we may wish to take conditional expectation of both
sides of the identity (3.7) on the information up to time s. The appropriate
conditional expectation would be with respect to

E{F (vkt )− F (u0)−
1

2
ϵnk

3∑
j=2

(
dF (vktXj)⟨Xj , v

k
t Y0⟩ − dF (u0Xj)⟨Xj , Y0⟩

)
+

3∑
j,l=2

∫ t

0

∇LdF (vksXl, v
k
sXj)⟨Xk, h

k
sY0(h

k
s)

−1⟩⟨Xj , h
k
sY0(h

k
s)

−1⟩ ds− |Fr}.

Conditioning on the filtration of the canonical process σ{vr, r ≤ s}, the
sequence

1

2

∫ t

0

∇LdF (vksh
k
sY0(h

k
s)

−1, vksh
k
sY0)(h

k
s)

−1ds
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converges to

3∑
j,k=2

∇LdF (v̄Xk, v̄Xj)

∫
S1

⟨Xj , gY0g
−1⟩⟨Xk, gY0g

−1⟩dgds.

Here dg is the Haar measure on S1. It is easy to check that∫
S1

⟨X2, gY0⟩⟨X3, gY0⟩dg = 0,

either by direct computation or note that there is g′ ∈ U(1) such that g′X2 =

−X2 and g′X3 = X3 and using the translation invariance of the Haar measure.
Since there is an element of S1 that maps X2 to X3,∫

S1

⟨X2, gY0g
−1⟩2dg =

∫
S1

⟨X3, gY0g
−1⟩2dg.

Note that
2∑

j=1

∫
S1

⟨Xj , gY0g
−1⟩⟨Xj , gY0g

−1⟩dg = |gY0g−1|2 = |Y0|2.

We conclude that x̃ϵt
ϵ

converges in distribution and its law is determined by
the generator L̄F (u) = 1

2 |Y0|
2∇LdF (uX2, uX2) +

1
2 |Y0|

2∇LdF (uX3, uX3). Take
F = f ◦ π with f : S2 → R. Since ∇LX∗

i = 0 for i = 2, 3,
∑3

i=2 ∇Ld(f ◦
π)(Tπ(X∗

i ), Tπ(X
∗
i )) = trace∇df . Note also the Riemannian metric on S2 is

that induced from S3, the limiting process has generator 1
2 |Y0|

2∆S2 and is a
Brownian motion when Y0 is a unit vector. This together with the lemmas below
concludes the proof of the theorem.

Lemma 3.11. Let µϵ be the probability distributions of the stochastic processes
(x̃ϵt

ϵ
, t ≥ 0) in Theorem 3.10. Then {µϵ, ϵ > 0} is relatively compact.

Proof. Write yϵt = x̃ϵt
ϵ

for simplicity. Let µn be a subsequence from {µϵ} corre-
sponding to a sequence of numbers ϵn. We wish to prove that it has a weakly
convergent subsequence. It is sufficient to prove that the family of measures µn

is tight, i.e. for every δ > 0 there exists a compact set Kδ ⊂ M such that
µn(Kδ) > 1 − δ for all n. As probability measures on the space of continuous
paths on M , µn(σ : σ(0) = y0) = 1 where σ : [0, 1] →M is a continuous path on
M . For any y1, y2 ∈ M , let ϕ : M ×M → R be a smooth function that agrees
with the Riemannian distance function when d(y1, y2) < a/2 where a is the in-
jectivity radius of M and ϕ(y1, y2) = 1 when d(y1, y2) > 2a. This is possible
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by taking ϕ = α ◦ d where α : R+ → R is a suitable bump function with α the
identity function on [0, a/2]. Then ϕ is a distance function on M that generates
the same topology as d. The family of measures {µn} is tight if for any a, η > 0

there exists 0 < δ < 1 such that there is an ϵ0 > 0, with

P

(
ω : sup

|s−t|<δ

ϕ(yϵns , yϵnt ) > a

)
< η, when ϵn < ϵ0.

In the proof of the Theorem, take F (y) = ϕ(y, u). We omit the subscript n in
ϵn. Then by formula (3.7),

E sup
s≤δ

ϕ2(yϵs, u) ≤ ϕ2(yϵ0, u) + C + δ

for come constant C. Let ϕϵt(y, ω)) denote yϵ· (ω) with yϵ0(ω) = y. Let θs denotes
the shift operator in the Wiener space. By the Cocycle property, for s < t,

E sup
|s−t|≤δ

ϕ2(yϵs, y
ϵ
t ) = EE{ sup

|s−t|≤δ

ϕ2(z, ϕϵt−s(z, θt−s(ω)))|yϵs = z} ≤ C + δ

and the required tightness holds.

We return to explain in further detail the proof of the theorem.
Let {yϵ· : ϵ ∈ (0, 1)} be a family of Markov processes on a Riemannian

manifold M that is relatively compact. We represent these processes as the
coordinate process on path space with measure µϵ, the distribution of yϵ· . Let ϵn
be sequence of numbers converging to zero. Suppose that µϵn converges weakly
to µ̄. Let F : M → R be a smooth function with compact support. Let A be a
diffusion operator. Suppose that∫

Ω

f

(
F (Xt)− F (X0)−

∫ t

s

AF (Xr)dr

)
dµn → 0

for any bounded function f that is measurable with respect to Fs where (Fs, s ≥
0) is the canonical filtration. Then µ̄ is the probability distribution of a A-
diffusion. In fact letting MF

t = F (Xt)− F (X0)−
∫ t

s
AF (Xr)dr, then MF

t is a µ
martingale and µ is the solution to the martingale problem associated to A.

Finally we note that if

AF (y, g) = 2

3∑
j,k=2

∇LdF (yXk, yXj)⟨Xj , gY0⟩⟨Xk, gY0⟩,

the averaged function with respect to dg is L̄. We also need the following dy-
namical law of large numbers (Birkhoff’s ergodic theorem for Markov processes):
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Lemma 3.12. Let M,N be smooth compact manifolds. Suppose that (ynt , g t
n
)

is a M × N valued stochastic processes on a probability space and ynt converges
weakly to y. Suppose that gt has a unique invariant measure dg. Let f :M → R
be a smooth function. Then the following convergence holds:

E
∣∣∣ ∫ t

s

f(ynr , g r
n
)dr −

∫ t

s

∫
f(yr, g)dgdr

∣∣∣→ 0

In addition, for any real valued bounded function ϕ on the path space,

Eϕ(vnr , r ≤ s)

(
F (vnt )− F (vns )−

∫ t

s

L̄F (vnr )dr
)

→ 0.

To prove this, we let t0 = s < t1 < · · · < tN = t be a division of [s, t], set
∆tt = ti+1 − ti. Assume that ∆ti =

1√
N

so N∆ti =
√
N is sufficiently large for

the effect of the law of large numbers to take effect. On each interval [Nti, Nti+1],
we make an approximation to conclude.

4 Stochastic Perturbation On Frame Bundles

In this section we study the SDE on the orthonormal frame bundle{
duϵt =

√
ϵ1
∑m

l=1 Xl(u
ϵ
t) ◦ dblt + ϵX0(u

ϵ
t)dt+

√
δ
∑p

j=1 Zj(u
ϵ
t) ◦ dw

j
t + δZ0(u

ϵ
t)dt,

uϵ0 = u0.

(4.1)
where {Xl, l = 0, 1, 2, . . . ,m} is a family of horizontal vector fields and {Zj , j =

0, 1, . . . p} is a family of vertical vector fields. The parameters ϵ1, ϵ and δ take
values in R+. The Markov generator is 1

2ϵ1
∑m

l=1 X2
l + ϵX0 + δ

∑m
j=1 Z

2
j + δZ0.

4.1 Perturbation of Ornstein-Uhlenbeck Type

Based on E. Nelson’s Ornstein-Uhlenbeck theory of Brownian motions [34]
we ask the following question. What happens if we replace the driving white
noise ẇt by an Ornstein-Uhlenbeck process? Consider the position process zt in
Rn with velocity process satisfy the Langevin equation:

dvϵt = −1

ϵ
vϵtdt+

1

ϵ
dwt

żϵt = vϵt .
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Here wt is a Brownian motion with values in Rn and z0 = 0. The zϵt process
converges to wt as ϵ → 0. The convergence holds almost surely and in fact the
result holds if wt is replaced by any continuous function.

We now interpret the convergence in terms of homogenisation. First we
rescale the variables in space and time and setting ṽt =

√
ϵvt, z̃t =

√
ϵzt. It is

easy to see that z̃ϵt is the slow variable and
√
ϵz t

ϵ
converges to a Brownian motion.

In fact
dṽϵt = −1

ϵ
ṽϵtdt+

1√
ϵ
dwt, ˙̃zϵt = ṽϵt .

We take this model to the orthonormal bundle. First we are not allowed to
rescale variables in non-linear spaces. We should not rescale the frame variable
in the orthonormal frame bundle, in space, either.

Let e0 ∈ Rn be a unit vector and {A0, Ak, k = 1, 2, . . . , N = n(n − 1)/2}
be elements of g. Let A∗

k be the corresponding fundamental vertical vector field
corresponding to Ak. Consider

duϵt = H(uϵt)(e0)dt+
1√
ϵ

N∑
k=1

A∗
k(u

ϵ
t) ◦ dwk

t +
1

ϵ
A∗

0(u
ϵ
t)dt.

For ‘ϵ = ∞’, the equation can be considered as the ‘geodesic flow’ equation, as
explained earlier. If xϵt = π(uϵt) then ẋϵt = uϵte0. Note that the change of the
velocity of the motion on M is always unitary. Due to the fast rotation, the
geodesic has rapid changing directions and we expect to see a jittering motion
and indeed we obtain a scaled Brownian motion in the limit if the rotational
motion is elliptic.

A related theorem is given in Dowell [6] stating that an Ornstein-Uhlenbeck
position process on 2-uniformly smooth Banach manifolds converges. Those are
manifolds modelled on 2-uniformly smooth Banach spaces. By a 2-uniformly
smooth Banach space B we mean one with the property that there is a constant
C > 0 such that ||x+y||2+ ||x−y||2 ≤ 2||x||2+C||y||2 holds for all x, y ∈ B. The
iterated Ornstein-Uhlenbeck processes in [6]. We expect that interesting results
arise for processes with infinite-dimensional noise. For a related work, central
limit theorem for geodesic flows, we refer to Enriquez-Franchi-LeJan [12].

As an example, we present a theorem from [28] generalising the main theorem
in [26]. Let M be a complete Riemannian manifold of dimension n > 1 of positive
injectivity radius. If A ∈ so(n) we define

A∗(u) =
d

dt

∣∣∣
t=0

u exp(tA).
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Then A∗ is the left invariant vector field on G induced by A ∈ g, in other words
A∗(g) = gA. Let {A1, . . . , Am} be a set of normal vectors in so(n) such that
they and their brackets generate so(n). Let A = 1

2

∑
k(A

∗
k)

2 + A∗
0. In case

m = 1
2n(n − 1), A is the the left invariant Laplacian on G which we denote by

∆L.
Let x0 ∈M and u0 ∈ π−1(x0). Consider the SDE

duϵt = H(uϵt)(e0)dt+
1√
ϵ

N∑
k=1

A∗
k(u

ϵ
t) ◦ dwk

t +
1

ϵ
A∗

0(u
ϵ
t)dt,

uϵ0 = u0.

(4.2)

where u0 ∈ OM is a common initial condition. Let (uϵt) be the solution to (4.2),
xϵt = π(uϵt) its projection, and let (x̃ϵt) be the horizontal lift of (xϵt) to OM through
u0. As usual we define the bracket of [Aj , Ak] = AjAk −AkAj .

Theorem 4.1. Let M be a compact smooth Riemannian manifold. Suppose that
{Ak, k ≥ 1} and their iterated brackets spans g. Then the following results hold:

(1) As ϵ→ 0, the processes (xϵt
ϵ
) and (x̃ϵt

ϵ
) converge in law.

(2) The limiting law of (xϵt
ϵ
) is universal, independent of e0. The generator

can be explicitly given.

This result, for the elliptic fast motion case, was published in [26]. The gen-
eralisation to the case where the noise is not given in every direction is presented
in [28]. In case {ei} is an orthonormal basis of Rn and we may assume that e0 is
a unit vector. Then π(uϵt

ϵ
) converges in law to a rescaled Brownian motion with

generator 4
n(n−1)∆. Its horizontal lift converges in law to the diffusion process

on OM with generator 4
n(n−1)∆H . The main idea for the proof is to show that

dx̃ϵt = H(x̃ϵt)(g
ϵ
te0) where gϵt = g t

ϵ
and gt is the solution to the SDE with diffusion

coefficients the left invariant vector fields {A∗
k : 1 ≤ k ≤ N} with drift A∗

0. Under
the conditions of the theorem, gt had a unique invariant probability measure, the
Haar measure.

4.2 Perturbation to Vertical Flows

In (4.1) take ϵ1 = ϵ and δ = 1. Let L̃ϵ = L0 + ϵL1 where

L1 =
1

2

m∑
l=1

LXl
LXl

+ LX0
,L0 =

1

2

p∑
j=1

LZj
LZj

+ LZ0
.
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Define Xl(u, g) = TRg−1Xl(u).

Theorem 4.2. Assume that M has positive injectivity radius, {ϖu[Zj(u)]}mj=1

spans g, and the vector fields {Xl, l ≥ 0} and {|∇̆Xl
Xl|, ≥ 1} have linear growth.

Let uϵt be a solution with initial value u0 ∈ OM , to the SDE

duϵt =
√
ϵ

m∑
l=1

Xl(u
ϵ
t) ◦ dblt + ϵX0(u

ϵ
t)dt+

p∑
j=1

Zj(u
ϵ
t) ◦ dw

j
t + Z0(u

ϵ
t)dt. (4.3)

Let xϵt = π(uϵt) and x̃ϵt its horizontal lift. Then x̃ϵt
ϵ

converges weakly to a Markov
process. Furthermore, Let πu be the invariant measure of the following SDE on
G:

dgt =

m∑
j=1

TLgtϖ[Zj(ugt)] ◦ dwj
t + TLgtϖ[Z0(ugt)]dt.

and let Lu denote the Markov generator of

dũt =

p∑
l=1

Xl(ũt, g) ◦ dblt +X0(ũt, g)dt. (4.4)

Then the generator L̄ of the limiting Markov process is obtained from averaging
that of Lu with respect to πu.

Remark 4.3. In other word, define

b(u) =

∫
G

(
1

2

p∑
l=1

∇̆Xl
Xl(ug) +X0(ug)

)
dπu(g)

ai,j(u) =

∫
G

p∑
l=1

⟨TR−1
g Xl(ug), Hi(u)⟩⟨TR−1

g Xl(ug), Hj(u)⟩ dπu(g),

with limiting generator L̄. For F : OM → R smooth with compact support,

L̄F (u) = dF (b(u)) +
1

2

p∑
i,j=1

ai,j(u)∇̆dF (Hi(u), Hj(u)).

Proof. We first show that {x̃ϵt} is tight, then identify their limiting theorem by
the martingale problem by showing that every accumulation point is a Markov
process with the same generator.

Since x̃ϵt and uϵt belong to the same fibre we may define gϵt ∈ G by uϵt = x̃ϵtg
ϵ
t .

If at is a C1 curve in G

d

dt
|tuat =

d

dr |r=0

uata
−1
t ar+t = (a−1

t ȧt)
∗(uat).
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It follows that
duϵt = TRgϵ

t
dx̃ϵt + (TL(gϵ

t )
−1dgϵt )

∗(uϵt).

Since right translation of horizontal vectors are horizontal, ϖ(duϵt) = TL(gϵ
t )

−1dgϵt
and

dgϵt =
m∑
j=1

TLgϵ
t
ϖ[Zj(x̃

ϵ
tg

ϵ
t )] ◦ dw

j
t + TLgϵ

t
ϖ[Z0(x̃

ϵ
tg

ϵ
t )]dt. (4.5)

For each u ∈ OM , we consider the auxiliary process

dgt =

m∑
j=1

TLgϖ[Zj(ugt)] ◦ dwj
t + TLgtϖ[Z0(ugt)]dt.

Since the SDE is elliptic and SO(n) is compact, it has a unique invariant proba-
bility measure which we denote by πu.

By Itô’s formula, dxϵt =
√
ϵ
∑p

l=1 Tπ(Xl(u
ϵ
t)) ◦ dblt + ϵTπ(X0(u

ϵ
t))dt so

dx̃ϵt = hx̃t
(◦dxϵt) =

√
ϵ

p∑
l=1

hx̃ϵ
t
[Tπ(Xl(u

ϵ
t))] ◦ dblt + ϵhx̃ϵ

t
[Tπ(X0(u

ϵ
t))]dt.

By the assumptions on the vector fields Xl, the above SDE is conservative and
π(uϵt) exists for all time. We introduce the notation Xl(u, g) := huπ∗(Xl(ug)).
By the right invariance of the horizontal lift,

Xl(x̃
ϵ
t, g

ϵ
t ) := hx̃ϵ

t
[Tx̃ϵ

tg
ϵ
t
π(Xl(x̃

ϵ
tg

ϵ
t )] = TR(gϵ

t )
−1Xl(u

ϵ
t).

We have

dx̃ϵt =
√
ϵ

p∑
l=1

Xl(x̃
ϵ
t, g

ϵ
t ) ◦ dblt + ϵX0(x̃

ϵ
t, g

ϵ
t )dt.

Changing to a different time scale t 7→ t/ϵ, we want to show that the probability
distributions of the stochastic processes {x̃ϵt

ϵ
: 0 < ϵ ≤ 1} is relatively compact.

By Prohorov’s theorem it is sufficient to show that they is a tight family of prob-
ability measures. Since x̃ϵ0 = u0 it suffices to estimate the modulus of continuity
and show that for all positive numbers a, η, there exists δ > 0 such that for all ϵ
reasonably small, see Billingsley [3] and Ethier-Kurtz[13],

P (ω : sup
|s−t|<δ

d(x̃ϵt/ϵ, x̃
ϵ
s/ϵ) > a) < η.

Here d denotes a distance function on OM . The Riemannian distance function
is not smooth on the cut locus of OM . We construct a smooth distance function
preserving the topology of OM .
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Let x ∈ M and 2a the minimum of 1 and the injectivity radius of M . Let
ϕ : R+ → R+ be a smooth concave function such that ϕ(r) = r when r < a and
ϕ(r) = 1 when r ≥ 2a, e.g. ϕ is the convolution of min(1, r) with a standard
mollifier supported in the set {r : |r − 3a

2 | < a/2}. Let ρ and ρ̃ be respectively
the Riemannian distance on M and OM . Then ϕ ◦ ρ and d := ϕ ◦ ρ̃ are distance
functions. For u ∈ π−1(x),

ϕ ◦ ρ̃(u, x̃ϵt) =(ϕ ◦ ρ̃)(u, x̃ϵ0) +
∫ t

0

d(ϕ ◦ ρ̃)

(
√
ϵ

p∑
l=1

hx̃ϵ
s
[Tπ(Xl(u

ϵ
s))] ◦ dBl

s

)

+

∫ t

0

ϵ d(ϕ ◦ ρ̃) hx̃ϵ
s
[Tπ(X0(u

ϵ
s))] ds

=(ϕ ◦ ρ̃)(u, x̃ϵ0) +
∫ t

0

d(ϕ ◦ ρ)

(
√
ϵ

p∑
l=1

[Tπ(Xl(u
ϵ
s))]dB

l
s

)

+ ϵ

p∑
l=1

∫ t

0

∇d(ϕ ◦ ρ) (Tπ(Xl(u
ϵ
s)), Tπ(Xl(u

ϵ
s))) ds

+ ϵ

∫ t

0

d(ϕ ◦ ρ)

(
1

2

p∑
l=1

∇Tπ(Xl)(Tπ ◦ Xl)(u
ϵ
s) + Tπ(X0(u

ϵ
s))

)
ds.

Since ϕ ◦ ρ has compact support and the vector fields concerned have linear
growth, |Tπ(Xl(u

ϵ
s))| ≤ C(1 + ρ(uϵs, u)) ≤ [C + Cρ̃(x̃ϵs, ũ

ϵ
s)] + Cρ̃(u, x̃ϵs) for some

fixed u ∈ OM . The quantity C + Cρ̃(x̃ϵs, ũ
ϵ
s) is bounded from the compactness

of G and it follows that E[ϕ ◦ ρ̃(u, x̃ϵt)]2) ≤ C1(t)((ϕ ◦ ρ̃)2(u, x̃ϵ0) + ϵt) for some
constant C. By the Markov property and the estimates below,

E[ϕ ◦ ρ̃(x̃ϵs
ϵ
, x̃ϵt

ϵ
)]2 ≤ C1|t− s|.

Consequently {x̃ϵt
ϵ
) : ϵ(0, 1)} is tight. By Prohorov’s theorem, the probability

distributions of {x̃ϵt
ϵ
, ϵ ∈ (0, 1]} is relatively compact on any finite time interval.

It is sufficient to identify their accumulation points.
For this purpose, we may take a sequence ϵn → 0 with the property that x̃ϵnt

ϵ

converges in law to a probability measure µ. Let µn = law(x̃ϵnt
ϵ

).

Let F : OM → R be a smooth function. For ∇̆, the canonical direct sum
connection on OM associated to ∇,

F (x̃ϵt) = F (u0) +
√
ϵ
∑p

l=1

∫ t

0
dF
(
TR(gϵ

s)
−1Xl(u

ϵ
s)
)
dBl

s

+ 1
2ϵ
∑p

l=1

∫ t

0
∇̆dF

(
TR(gϵ

s)
−1Xl(u

ϵ
s), TR(gϵ

s)
−1Xl(u

ϵ
s)
)
ds

+ 1
2ϵ
∑p

l=1

∫ t

0
dF
(
∇̆Xl

Xl(u
ϵ
s) +X0(u

ϵ
s)
)
ds.

(4.6)



Effective Diffsuions 305

Note that x̃ϵt = ũϵtg
ϵ
t . Suppose that it has a convergent subsequence which we

denote by x̃ϵnt
ϵn

. We define,

∫ t
ϵ

0
AϵF (ũϵs, g

ϵ
s) ds =

1
2ϵ
∑p

l=1

∫ t
ϵ

0
∇̆dF (Xl(x̃

ϵ
s, g

ϵ
s),Xl(x̃

ϵ
s, g

ϵ
s) ds

+ 1
2ϵ
∑p

l=1

∫ t
ϵ

0
dF
(
∇̆Xl

Xl((x̃
ϵ
s, g

ϵ
s) +X0((x̃

ϵ
s, g

ϵ
s)
)
ds.

(4.7)
Let X· be the coordinate process on the path space and Gt = σ{Xs : 0 ≤

s ≤ t}. To identify the limiting process it suffices to show that for all real-
valued smooth functions F on OM with compact support and for any real-valued
bounded Gs-measurable function ϕ on the path space, the following holds:∫ (

F (Xt)− F (Xs)−
∫ t

s

L̄F (Xr)dr

)
ϕ dµϵ → 0.

Write znt = x̃ϵt
ϵ n

. Let ϕ be a {zns , s ≤ t}-adapted bounded function. It is
equivalent to show that for t ≥ s,

Eϕ
(
F (znt )− F (zns )−

∫ t

s

L̄F (znr )dr
)

= E
[
ϕ

∫ t

s

(AϵnF (znr , g
ϵn
r )− L̄F (znr ))dr

]
→ 0,

(4.8)

where AϵnF is given by the bounded variation part in (4.7). This follows from
the ergodic theorem. Since G is compact and also the invariant measure πu for
the elliptic SDE (4.5) is ergodic, Birkhoff’s ergodic theorem shows that∫ t

0

Φ(gϵnr )(dr) → t

∫
OM

Φ(g)πu(dg)

for any integrable function Φ. Now using the fact the zn converges, the right hand
side converges to zero. With this we conclude that x̃ϵ·

ϵ
converge in distribution

to a Markov process with generator L̄, completing the proof.

Example 4.4. Let αl : M × Rn → Rn be smooth maps so that αl(x) ∈
L(Rn;Rn). Let{ei}ni=1 be an o.n.b. of Rn, e0 ∈ Rn. Consider

duϵt =
√
ϵ

n∑
l=1

αl(π(u
ϵ
t))Hl(u

ϵ
t) ◦ dblt

+ ϵα0(π(u
ϵ
t))He0(u

ϵ
t) dt+

m∑
j=1

Zj(u
ϵ
t) ◦ dw

j
t + Z0(u

ϵ
t)dt.

(4.9)
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The projection xϵt = π(uϵt) satisfies:

dxϵt =
√
ϵ

n∑
l=1

αl(x
ϵ
t)u

ϵ
t ◦ dblt + ϵα0(x

ϵ
t)u

ϵ
t(e0)dt.

Let x̃ϵt = hx̃ϵ
t
(xϵt

ϵ
) and gϵt be an element of G determined by uϵt

ϵ
= x̃ϵt g

ϵ
t
ϵ
, where

gϵt
ϵ

is the ergodic process on the group. Then dx̃ϵt =
√
ϵ
∑

l αl(x
ϵ
t)Hl(x̃

ϵ
t)g

ϵ
t ◦dblt+

ϵα0(x
ϵ
t)H(x̃ϵt)g

ϵ
t (e0)dt. Note that the limit of∑

i

∇df(αi(π(u))ug
ϵ
tei, αi(π(u))ug

ϵ
tei) (4.10)

where f :M → R is a smooth function, is in general not a trace.

4.3 Another Intertwined Pair

At this point we discuss a question asked to me by J. Norris. Since the process
on the orthonormal frame bundle encodes the Riemannian metric we expect to
see the Riemannian metric manifesting itself in some form, e.g. in the form of the
corresponding Laplacian operator. Does the system below have a non-degenerate
limit which is not necessarily associated to the given Riemannian metric on M?
In general the intertwined system would look like the following,

duϵt = CH(uϵt) ◦ dbϵt +
1√
ϵ
H(uϵt)V (xϵt, g

ϵ
t )dt+

1√
ϵ
A∗

k(u
ϵ
t) ◦ dwk

t +
1

ϵ
A∗

0(u
ϵ
t)dt

dxϵt = Cuϵt ◦ dbϵt +
1√
ϵ
uϵtV (xϵt, g

ϵ
t )dt.

Below we compute a simple case. The argument, with suitable adjustments,
remains valid for the general case.

Example 4.5. For simplicity consider Rn×SO(n) with the standard connection,
and the SDE

dgϵt =
1√
ϵ
gϵtAk ◦ dwk

t

dxϵt = δgϵt ◦ dbt +
1√
ϵ
gϵtV (xϵt, g

ϵ
t )dt.

(4.11)

Here V is a Rn valued function such that
∫
G
gV (x, g)dg = 0 where dg is the

Haar measure. For example take V (g) to be a function of even powers of g.
We assume that V is suitably bounded with its partial derivatives in x suitably
bounded. The parameter δ is to be chosen.
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Letting A∗
k(g) = gAk. L0 = 1

2

∑
k(A

∗
k)

2, assume that it is 1
2∆

L. Taking
δ =

√
ϵ, formal computation by multi scale analysis shows that :

Claim. The limiting law for xϵt is governed by the partial differential equation
on Rn:

∂ρ

∂t
= −

∫
LgV (x,g)∂x

L−1
0 (gV (x, g)ρ) dg, (4.12)

where the integral is with respect to the Haar measure on SO(n).
If δ = 1 it ought to have, in addition, a ∆M term on the right hand side:

∂ρ

∂t
= ∆Mft −

∫
LuV (x,u)L−1

0 (LuV (x,u)ρ)dν(u),

which we do not discuss rigorously. A drift term in the g equation can also be
added. Another interesting regime to consider is

∑
i δig

ϵ
t ◦ dbit instead of gϵt ◦ dbt

with δi takes values from {1,
√
ϵ}. In this case, a non-Laplacian like equation

would follow. In the case that δi are all equal and V (x, g) is independent of x,
the system can be interpreted as an intertwined pair through time scaling.

Equation (4.12) can be deduced by the methodology below. Let f : M → R
be a smooth compactly supported function and ∆M the Laplacian on M . Then

f(xϵt) = f(x0)+ δ

∫ t

0

df(gϵsdbs)+
1

2
δ2
∫ t

0

∆Mf(x
ϵ
s)ds+

1√
ϵ

∫ t

0

df(gϵsV (xϵs, g
ϵ
s))ds.

If h is solution to L0h(x, g) = dfx(gV (x, g)), then

1√
ϵ

∫ t

0

df(gϵsV (xϵs, g
ϵ
s))ds

=
√
ϵh(xϵt, u

ϵ
t)−

√
ϵh(x0, u0)−

√
ϵδ

∫ t

0

∂xh(x
ϵ
s, g

ϵ
s)g

ϵ
s dbs

−
∫ t

0

∂gh(g
ϵ
sAkdw

k
s )−

√
ϵδ2
∫ t

0

∆Mh(x
ϵ
s, g

ϵ
s)ds

−
∫ t

0

Lgϵ
sV

ϵ
s ∂x

h(xϵs, g
ϵ
s)ds.

Since δ =
√
ϵ, it is now easy to observe that {xϵt} is a tight family. Since gϵt

is a fast ergodic motion and xϵt does not move much as t → 0, under suitable
conditions,

lim
ϵ→0

lim
t→0

Ef(xϵt)− f(x0)

t
= lim

t→0
lim
ϵ→0

Ef(xϵt)− f(x0)

t
= LgV ∂x

h(x0).

has the required limit.
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4.4 Perturbation to Horizontal Diffusions and effective dif-
fusion on the holonomy bundle

Let M be a compact connected n-dimensional smooth Riemannian manifold
with a Riemannian connection ∇. The horizontal bundle is integrable when and
only when the curvature tensor of ∇ vanishes. The Lie brackets of two funda-
mental horizontal vector fields will in general contribute to a vertical motion.
However perturbation to horizontal flows can still be discussed and in this case
we should consider not its projection to the manifold M unless the connection ∇
is flat, but only its motion transversal to the holonomy bundle.

Let ϖ be the corresponding connection 1-form on the orthonormal frame
bundle OM with Lie group G taken to be O(n) or SO(n) depending whetherM is
oriented. This connection determines the horizontal maps hu : Tπ(u)M → TuOM .
A curve σ on OM is horizontal if it is derivative is horizontal, meaning that
ϖ(σ̇) = 0. A curve τ̃ on OM is a horizontal lift of a curve τ on M if τ̃ is
horizontal and such that π(τ̃(t)) = τ(t). Given a smooth curve τ on M and any
u ∈ π−1(τ(0)) there is a unique horizontal lift τ̃ with the initial value u. These
curves solve the equations

d

dt
τ̃(t) = hτ̃(t)(τ̇(t)) = H(τ̃(t))(τ̃(t)−1τ̇(t)).

Let u0 ∈ OM and τ : [0, 1] → M be a closed C1 curve with τ(0) = τ(1) =

π(u0). Let τ̃ be the horizontal lift of τ through u0. The displacement, τ̃1,
of u0 can be written as u0a some a ∈ G. The set of such a that represents
parallel displacements of u0 forms a subgroup of G and is called the holonomy
group with reference point u0 ∈ OM which we denote by Φ(u0). In other words
a ∈ Φ(u0) if u0 and u0a are connected by a horizontal curve. Furthermore we
denote by Φ0(u0) the restricted holonomy group which contains group elements
arising only from loops that are homotopic to the identity loop. By Theorem
4.2, in Kobayashi-Nomizu [21], Φ(u0) is a Lie subgroup of SO(n) with Φ0(u0)

its identity component. The restricted holonomy group Φ0(u) is a normal sub-
group of ϕ(u) and a path connected Lie subgroup of G. Since M is connected all
holonomy groups are isomorphic.

Two points u and v of OM are equivalent, which we denote by the symbol
u ∼ v, if they are connected by a C1 horizontal curve. For each u in OM , let
P (u0) be the holonomy bundle through u0, it consists of all u ∈ OM such that
u ∼ u0. Then, OM = ⊔uP (u), disjoint union of sets of the form P (u).
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Denote by OM/H the modulus space of OM with respect to the equivalent
relation induced by H = Φ(u0). It can be identified with the associated bundle
with fibre G/H and the equivalent relation: (uh−1, hξ) ∼ (u, ξ). Let Π1 : OM →
OM/H denote the natural projection. Let H :M×Rn → TOM the bundle map
introduced in (2.1), defined by the basic horizontal vector fields obtained from
an orthonormal basis of Rn. In particular, H(u, e) ∈ HTuOM . Recall that the
solutions of the SDE dut = H(ut) ◦ dbt are Brownian motions where bt is a BM
on Rn. Denote by [u] the holonomy bundle contains u. Then by the definition,
[ut] is constant in time.

Theorem 4.6. Let M be a connected and compact Riemannian manifold with a
Riemannian connection ∇. Let H0 be a horizontal vector field and Zk = A∗

k be
fundamental vertical vector fields. Consider

duϵt = H(uϵt) ◦ dbt +H0(u
ϵ
t)dt+

√
ϵ

m∑
k=1

Zk(u
ϵ
t) ◦ dwk

t + ϵZ0(u
ϵ
t)dt,

uϵ0 = u0,

(4.13)

Then [uϵt
ϵ
] converges in law to a Markov process. Moreover, the Markov process

is identified in (4.14) below.

Proof. By the holonomy theorem of Ambrose-Singer [1] the Lie algebra of Φ(u0)
is a subspace of g and is spanned by matrices of the form Ωv(w1, w2) where w1, w2

are horizontal vectors at Tu0
OM and v ∈ P (u0). If u ∼ v then Φ(u) = Φ(v).

Let H = Φ(u0), a group of dimension n0. We define a distribution S on OM :
S = {T (P (u)) : u ∈ OM}. It is of constant rank, n + n0. This distribution
is differentiable and involutive and P (u) is the maximal integral manifold of
S through u. Note that the holonomy bundles are translations of each other:
P (u0a) = P (u0)a, a ∈ G. If u is equivalent to v, the maximal integral manifolds
through them are identical.

Let ut be the solution starting from u0 of the equation

dut = H(ut) ◦ dbt +H0(ut)dt.

Then ut ∼ u0. To see this let f be a BC∞ function on OM/Φ(u0) and denote
by Π1 : OM → OM/Φ(u0) the projection from an element u to its equivalent
class [u]. Then

f([ut]) = f([u0]) +

∫ t

0

df (TΠ1(H(us)) ◦ dbs +
∫ t

0

df (TΠ1H0(us)) ds.
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By the Reduction Theorem, page 83 of Kobayashi-Nomizu [21], each holonomy
bundle P (u) is a reduced bundle with structure group Φ(u) and the connection
in OM is reducible to a connection in P (u). Hence

Tu(P (u)) = HTuOM ⊕ V Tu(p(u)).

In particular we have TΠ1(HTOM) = 0 and f([ut]) = f([u0]).
We have shown that the solution to the horizontal SDE stays in P (u0) for

all times. The horizontal SDE, restricted to the maximal integrable manifold
P (u0), satisfies the Hörmander conditions and is ergodic with a unique invariant
measure µP (u0). Fix a point u0 with x0 = π(u0). Let ν be the Haar measure on
H = Φ(u0). Denote by νa the Haar measure on Φ(u0a). Note that if v = u0a some
a ∈ G, let u ∈ Φ(u0) and a horizontal curve α with α0 = u0, α1 = u0g, g ∈ Φ(u0).
Then β = α0a is horizontal with β0 = v and β1 = u0ga = va−1ga. Consequently
Φ(u0a) = ad(a−1)Φ(u0). If a ∈ H, Φ(u0a) = Φ(u0) and νa = ν.

Denote by Nu the following fibre of the holonomy bundle P (u0):

Nu = π−1(x) ∩ P (u0), x = π(u).

Locally Nu0a = M × {ad(a−1Φ(u0)} and µP (u0a) = dx × dνa where dx is the
volume measure of the manifold M .

Let F : OM → R be a BC1 function, the integral

F̃ [P (u)] :=

∫
P (u)

FdµP (u)

is defined to be a number depending on a transversal of P (u). On each fibre of
the holonomy bundle P (u0) we choose a reference element v(x), which determines
reference elements on holonomy bundles P (ua), due to that v(x)a is an element
of P (ua) where u ∈ π−1(x). For any u ∈ P (u0) there is g ∈ H such that
u = v(π(u))g. We define∫

P (u0)

FdµP (u0) :=

∫
M

∫
P (u0)∩π−1(x)

F (v(x)g)dν(g)dx.

The resulting number is independent of the choice of v. To see this let v′ be
another choice then v′ = vh some h ∈ H and u = va = v′h−1a. Since G is a
compact group, the Haar measure is bi-invariant,∫

P (u0)∩π−1(x)

F (v(x)g)dνx(g) =

∫
P (u0)∩π−1(x)

F (v′(x)h−1a)dνx(g)

=

∫
P (u0)∩π−1(x)

F (v′(x)a′)dνx(g
′).
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Similarly if u = v(x)ag ∈ P (u0a) the following integral is well defined:∫
P (u)

FdµP (u) :=

∫
M

∫
P (u)∩π−1(x)

F (v(x)ag)dνa(g)dx.

Evaluate f : P/Φ(u0) → R at uϵt, to see that

f([uϵt]) = f([uϵ0]) +
√
ϵ

∫ t

0

df (TΠ1 (Zk(u
ϵ
s))) ◦ dwk

s + ϵ

∫ t

0

df (TΠ1 (Z0(u
ϵ
s))) ds.

Let m be the Lie algebra of H and let Ai, i = 1, . . . , n0 be an o.n.b. of m. Let
Bj , j = n0+1, . . . , N be an o.n.b. of the vertical part of the distribution S at u0.
Define Aj = ϖu0

(Bj) ∈ g. Consider the family of fundamental vertical vector
fields {A∗

j (u), j > n0}, restricted to P (u0). Then TΠ1(A
∗
i ) = 0 for i ≤ n0 and

for j > n0, TuΠ1(A
∗
j ) = A∗

j ([u]).
Writing Zk in terms of the basis {Ak}, Zk =

∑
j σ

j
kA

∗
j , we have

f([uϵt]) =f([u
ϵ
0]) +

√
ϵ
∑
k

N∑
j=n0+1

∫ t

0

σj
k(u

ϵ
s) df

(
A∗

j ([u
ϵ
s])
)
◦ dwk

s

+ ϵ

N∑
j=n0+1

∫ t

0

σj
0(u

ϵ
s) df

(
A∗

j ([u
ϵ
s])
)
ds.

The process [uϵt] is in general not Markov. It is however clear, following the
standard method as used earlier, that the probability distributions {[uϵ·

ϵ
], ϵ > 0}

is tight and any sequence of [uϵt
ϵ
] has a convergent sub-sequence with the same

limit. The limit can be identified below. Define ai,j([u]) =
∑

k≥1

∫
σi
kσ

j
kdµP (u),

and Z̄ =
∑N

j=n0+1 σ̄
j
0A

∗
j . For i, j ≥ n0 define

σ̄j
0([u]) =

∫
P (u)

σj
0 +

1

2

∑
k≥1

dσj
k(Zk)

 dµP (u).

Then

Lf([u]) =
N∑

i,j=n0+1

ai,j([u])∇df
(
A∗

j , A
∗
i

)
+ df(Z([u])). (4.14)

This concludes the proof as it only remains to prove the relatively compactness
which is similar to that of Theorem 4.2.

In summary, we have introduced several random perturbation models to
stochastic dynamics on manifolds which can be reduced to a system of slow/fast
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systems. Following these, we take the separation of scale constant to zero, and
study whether the slow motions can be approximated by effective dynamics. In
addition we identified tools in differential geometry useful for obtaining quanti-
tative estimates and limit theorems on manifolds.
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