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1 Introduction

The Theory of Colombeau Generalized Functions is a nonlinear The-
ory of Generalized Functions which includes Schwartz’” Theory of Linear
Generalized Functions, i.e., Schwartz Distribution Theory. Colombeau’s
Theory is well documented by now. Excellent textbooks and articles exist
that are pitstops to appreciate and understand the theory and the wide
spectra of applications. We refer the reader to some of these excellent text,
[1, 2, 14, 16, 17, 18, 19, 32, 37, 38, 39, 40, 43, 44, 45, 46, 48, 49, 50, 51,
53, 61, 55, 56, 57, 58, 59, 62, 63, 64, 65|, to get the zest of the basics and

relish advanced parts of this theory.

In the Colombeau environments, proving existence for differential equa-
tions involving products of distributions in their data has always leaned
on classical results to guarantee existence. To achieve this, classical ex-
istence results are used, proceeding to prove moderateness and conclude
existence of solutions in the environments of Colombeau Algebras. This
can be highly nontrivial. One of the setbacks is that most tools used are
not intrinsic to these environments. The development of Generalized Dif-
ferential Calculus (see [3, 9]) envisaged the buildout of tools, intrinsic to
the generalized environments, making it possible to pin less faith on the

classical ones.

Let M be an n—dimensional manifold. The idea of linking a generalized
objected M. to M was first employed in [41] where a blueprint was given
how to use these objects to solve important problems in General Relativity.
Based on this pivotal idea, in 9], the notion of a generalized manifold was
introduced. The definition is exactly the same as the classical one the
difference being that local charts take values in open subsets of R and
differentiability is checked using the Generalized Differential Calculus. In
[3], more details of Generalized Differential Calculus were worked out,
showing that it extends and behaves very similar to classical Calculus and
an example of a generalized manifold, different from Mc, was also given

(actually it is a subset of ]\76) As far as we know, other examples were not
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given yet and it remained unclear whether Mc was a generalized manifold

and whether there existed other examples.

A pursue in another direction was the construction of an diffeomor-
phism invariant Colombeau algebra. This was early undertaken in [20, 34|
and was settled in the definite in [40] well afore Generalized Differential
Calculus was proposed. These are top-notch papers which show that the
main obstruction to the construction of such an algebra has a topological
nature: Colombeau algebras are ultrametric spaces which naturally mis-
match with the classically used topologies. This translate into a highly
non-trivial endeavor the creation of an algebra that can be attached to
classical manifolds. The last example given in [40] shows that having such
an algebra does not necessarily make things much easier when applying
the theory to obtain existence of solutions of differential equations having
products of distributions in their data. It is essential to observe that an
algebra of generalized functions that can be attached to a manifold was
also achieved in [60]. Amazingly enough, in this case, technicalities are

not that involved.

In [9], all necessary machinery of Generalized Differential Calculus
(such as the Inverse Mapping Theorem, The Implicit Function Theorem
and others) were proved so that a consistent basis could be laid for a
Generalized Differential Geometry. At first, definitions given and results
obtained are exactly the same as the classical ones but extend the latter in
a non-trivial way. Howbeit, much has yet to be accomplished before this
Generalized Differential Geometry unveils its smoldering potential. The
development of this new Calculus is based on key ideas developed over the
years by all prominent researchers in the field but the decisive ideas are
due to Kuzinger-Oberguggenberger ([38]) and Biagioni-Oberguggenberger-
Scarpalézos ([14, 61]). The topology in use (see [4, 5, 6]) is a slight mod-
ification of the sharp topology introduced by Biagioni-Oberguggenberger
and Scarpalézos (see [14, 61]), yet equivalent to it, is more natural and in
sync with the algebraic structure (see for example [6, 7]) of the Colombeau

algebras. An interesting fact is that, in the sharp topology, R™ embeds as
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a discrete subset of R" and yet the Generalized Differential Calculus is
a near perfect extension of the Newtonian Differential Calculus (see the
Embedding Theorem in [9]). In particular, Classical Space-Time becomes
a grid of equidistant points in Generalized Space-Time, a possibility that
was raised along time by many physicists and more recently also in [68].
The common distance betwixt grid points could well be glossed as the
Planck length [, or the Plank time ¢, depending wether we measure space

or time.

Can this discontinuity in classical space-time be perceived experimen-
tally? Or at least, can one be convinced that we do have an issue in this
direction? Since classical space-time is a grid of equidistant points it is
impossible for classical sequences to converge in this new environment.
In particular, it is no longer true that the sequence (%)nEN converges in
the ring of Colombeau generalized numbers. To remedy this discontinu-
ity is where the notion of hypersequences steps into the picture. These
histories of sequences fill in the spaces between the grid points. The hy-
ney and
now does converge to zero in the generalized environment. From the point

persequence generated by the classical (1),en is of the form ()
of view of someone living in generalized environment, classical conver-
gence of a sequence (z,) is equivalent to the existence of a ng € N such
that x, — x,, € V1(0) if n,m > ng and classically we cannot distinguish
anymore between x, and x,,. So classically we only measure upto scale
a = [e — ¢], which is the reason for calling a our natural gauge, the lat-
ter being first introduced in [10]. A similar problem occurs when proving
existence of differential equations using classical tools to prove moderate-
ness and existence in environments that are like chalk and cheese, in the
topological sense, compared to the environment where these tools come

from.

The paper is structured as follows. In the next section we recall the
necessary machinery needed to understand the context and prove subse-
quent results. In the third section we prove a fixed point theorem for hy-

persequences, prove that association is a topological and not an algebraic
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concept and that D'(Q) is discretely embedded in G(€2) thus proving that
classical functions are extremely rare. In the fourth section we prove that
Mc is a generalized manifold and devote the last section to examples and
the enumeration of some results in this new generalized geometry. This is
the first of two papers. The second paper is in the context of the full al-
gebra of Colombeau Generalized Functions (see [35]) thus completing the
proposal of this new Generalized Differential Geometry as a roundabout
route to define generalized functions on manifolds.

The notation K, for the ring of Colombeau generalized numbers, was
introduced by Colombeau. However, developments overtime show that it
is more reasonable to use the notation K to denote this ring. Here we
will still be using Colombeau’s original notation to be consistent with the
notation in (3, 4, 5, 9.

This paper was written while the second author held a pos-doc position
at IME-USP, the University of Sdo Paulo-Brazil. The dimension invariance
theorem of section four and some of the examples of the last section are
part of his Ph.D. thesis ([52]) written under the supervision of the first

author.

2 Preliminaries

We shall mainly work over the field R of real numbers but all results
also hold for C. This is the reason why sometimes we use K to denote
either of these fields. One could rightfully ask “why not consider the field
Q 77 The answer is simples: The Colombeau Theory constructed using
R is the same as the Colombeau Theory constructed using Q since real
numbers can be seen as nets of rational numbers. The reason why we end
up with a bigger structure, which is not a field, but is never the less very
interesting, is because we mod out some, but not all, nets converging to
zero. These surviving nets, converging to zero, are the infinitesimals which
inhabit the halos of the elements of the newly formed environments.

Set I =]0,1}, I, =]0,n], for n €]0,1[ and let o be the identity map



76 S. O. Juriaans, J. Oliveira,

a: I — R, a(e) = e. We shall denote, once in a while, a;,, = o™ and call
« the standard or natural gauge. Nearly all results in this paper can be
proved for other gauges using the already existing results for these gauges

(see [54, 66]).

A map (also called a net) x : I — R is moderate if |z| < o”, for some
r € R ie. |z(e)| <e”, Ve € I, =1]0,n],3n < 1. Denote the set of moderate
maps by €y and by Z = {x : x is moderate and |z| < a",¥n € N}. For
x € Eyr, denote by V(z) = Sup{r € R : |z| < o’} and set ||z| = e~ V(®).
Then 7 is a radical ideal of the ring £y, and setting R := %, we have
that (R,]| |) is an ultrametric partially ordered topological ring whose
group of units, Inv(R), is open and dense (see [10]). The latter property
is essential in developing the Generalized Differential Calculus ([3, 9]).
This topological ring, (R, || ||), is called the ring of Colombeau Generalized
(real) numbers. A generalized number z € R is a unit if and only if
|z| > " for some r € R and it is a non-unit if and only if there exist
a nontrivial idempotent e € B(K) such that ez = 0 (see [10, 12]). In
particular, a generalized number is either a unit or a zero divisor. The ring
R, contains R as a discrete subfield. Actually, R is a grid of equidistant
points in R. The latter is a partially ordered ring whose maximal ideals
and idempotents have been completely determined (see |9, 10, 12, 64]).
The partial order is not intrinsic but stems from the order of R. This
is maybe the only definition that is not, yet, intrinsic. Distance emerges
from this order and that is why it is important to understand order. In the
references we just mentioned, one finds the following facts: the Jacobson
Radical of R is trivial, its ideals are convex, its Krull dimension is infinite
and it has a minimal prime which is also a maximal ideal. Its Boolean
algebra, B(R), consists of {0,1} and positive elements each of which is a
characteristic functions of a subset S C I, such that 0 € SN S¢, where the
last two bars stand for topological closure in R. The set of these subsets
is denoted by S and was defined in [10]. Ultrafilters of S parametrize
prime and maximal ideals of K. It also holds that B(R) = B(C) (see [12]).

In particular, the Heaviside function H ¢ B(R), i.e., H?> # H (see [25]).
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Biagioni-Oberguggenberger and Scarpalézos were the first to suggest
the topology, defined above, for R. It came to be known as the sharp topol-
ogy turning R into a complete ultrametric algebra and hence, its topology
is generated by balls. In [4, 5| it was shown that this topology was also
generated by the sets V,[z] = {y € R: |y—z| < a’}, balls with generalized
numbers as radii , compatible with the ring structure. It is easily seen that
B (0) C V2[0] C B,/2(0) if r > 0.

Let £ C R"™ be an open subset with an exhaustion by relatively
compact subset Q,, C Q. Consider nets p = (p:),pe € Q) Ve € I,
m(p) € N, such that the net (||ps]|) € Em. Factoring out nets p for
which also (|[p]|) € Z, give rise to a subset of R" which is denote by
Q. (see [37, 38]). The notation Q is used if one does not require the ex-
istence of m(p). The algebra of Colombeau generalized functions G(2)
(see [2, 16, 17, 37| for the original definition), defined on the open sub-
set 0 C R", can be viewed as C*°—functions defined on S~)C c R" and
taking values in R (see [37, 38, 3, 9]). In [9] (see also [3]) the foun-
dation of Colombeau Generalized Calculus is laid and shown that G()
can be embedded into C*(€,,R). In particular, Schwartz space of lin-
ear distributions, D’(2) can be seen as infinitely differentiable functions
where differentiability is defined a la Newton. So we have come full circle
from seeing elements of D’(Q) as linear maps, and hence not undergo-
ing variation, to seeing them as functions undergoing variation (note that,
classically, derivation in D’(Q) is defined without the use of variation).
An interesting fact is that, in the presence of moderateness, negligibility
only has to be checked at level 0. This is mentioned and proved in sev-
eral references. See, for example, |40, paragraphs after I.Theorem 7.13].
Generalized Differential Calculus allows to give an easy proof of this fact.
In fact, in the presence of moderateness negligibility at level 0 is a state-
ment about point values: If f (e, ) is moderate, then it defines an element
f e C®°Q,R). Given z € Q. there exists a compact subset K C €
containing a representative of x. Moderateness at level 0 implies that
[(f)|xllc = O (note that this is exactly the uniformity on K). It fol-
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lows that f(x) = 0, proving that f = 0 in Q.. Generalized Differential
Calculus gives that 0°f = 0,V 8 € N”. Since the Embedding Theorem
[9, Theorem 4.1| tells us that derivations commutes with the embedding,
it follows that f = 0 in G(€2). So there is no need to check other levels.
The same proof holds for the full algebra and should also work for the
invariant algebra once we have at hand a Generalized Differential Calcu-
lus for the latter. Note however that one must have negligibility at level
0 and not just point values of elements of 2 being zero. To see why,
consider f = 0 € G(R), where § = [(p:)], p a mollifier. We have that
f(x) =0,Vz € R. Also, for zgp € R, f(zoa) = xg - p(xg), for ¢ € D(Q)
we have that ff(az)cp(az)dm = [([(z¢)(z)pe)] and hence, since (p.) is a
R

delta-net, ff r)dr = famp pe(z)dx) ~ (x¢)(0) = 0. This proves

that [ =~ 0 but f 75 0. ThlS example also shows an interesting phenom-
ena: f(0) =0 and thus for z € V,(0), a small enough sharp neighborhood
of 0, f(z) € V1(0). For classical mathematics (and hence measurements)
f(z) = 0 and thus seemingly does not interfere with physical reality. But
for histories of the form x = zga, zg € R we have that f(z) = z¢-p(xo) € R
and thus interfere with physical reality. These “waves” of appearing and
disappearing from physical reality are the source of the turbulence effects
we see in physical reality. And it can be worse. Consider g(z) = f*,
k € N. Then g(0) = 0,g(a) = (p(1))*. So if p(1) > 1 and k is large, then
these “waves” coming from V,.(0) which we cannot measure, can effect in
a non-trivial way physical reality. Note also that §(0) = a~!- p(0) is an
infinity we can not measure but it is cancelled out on histories, xga near
0, giving us a real number, f(zoa) = xo - p(z9) € R, that we can measure.
Even though the history zga is near 0, the position in physical reality
where we observe the effect can be faraway from 0 (in this case at zg € R)
and the result of the measurement zgp(xo) becomes small as zy goes to
infinity. So turbulence should be the interaction of elements of Bj(0) and
infinities, i.e., elements of norm greater then 1, producing a measurable

but not predictable effect on physical reality. The non-predictability stems
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from the fact that spheres in generalized environments are clopen sets and
classical Euclidean-Space is a grid of equidistant points. Jumps from one
sphere to another sphere occur by multiplying with the o, r € R, which
form a discrete chain of quantas.

The construction carried out above with 0 C R™ can also be carried
out with any subset X C R™. In fact, consider X with the induced
topology, consider an exhaustion (X,,) of X by relatively compact subsets
and proceed as before. The set obtained in R" will be denoted by )Z'c. We
embed X into X, using constant nets p = (ps),pe =z € X,e € I,). It is
clear that, in the sharp topology, X is a discrete grid of equidistant points
contained in )N(C. The remarkable thing is that, in case of a submanifold
M of R™, Generalized Differential Calculus on ]\Al/C will be a generalization
of the Classical Differential Calculus on M, although M is discretely
embedded in Mc.

Let ¢ be any norm on R™. Extending it in the obvious way to R, we
define for x = (x1,--- ,2,) €R", ||z]|; = ¢(z) € R and ,||z|| € R to be the
norm of ¢(x) as an element of R. If g(z) = /2% + --- + 22 then we write
lz||q = ||lz||2 (see [3, 12]). Since all norms on R™ are equivalent, it is easily
seen that 4||z|| does not depend on the norm ¢ and thus we shall write it
as ||z|.

The positive cone, Ry, of R is not an open subset. In fact, let e be
an idempotent and set z, =e— (1 —e)-a™. Then |x,|=e+ (1 —¢) -a™.
We clearly have that x,, is not in the positive cone but z,, — e. However
if we let Inv(R); = Inv(R) N R, then we have:

Lemma 2.1. Let Inv(R)4 = Inv(R) NR,.

1. Inv(R)y is an open subgroup of R.

2. Lett € [0,1] and z,y € Inv(R);. Then tx + (1 —t)y € Inv(R)4.

Proof. The fact that Inv(R), is a subgroup of R is clear. So let x €
Inv(R) NR,. Since z is invertible, there exists a” such that z > o. If
y € Vi(x) then |y — x| < " and thus 0 < x — " < y. On the other hand,
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since Inv(R) is open and {a; : t € R} form a totally ordered set, we
may take r such that V,.(z) C Inv(R).

To prove the second part, take m > 0 such that o™ < min{z,y}.
Then if follows that tz + (1 — t)y > ta™ + (1 — t)a™ = o™ and thus,

tr + (1 —t)y € Inv(R). O

The negative cone Inv(R)y = Inv(R) NR_ is also an open subset of
R. It follows that Inv(R) has two connected component which are both
open subsets of R. Moreover, Inv(R)y N Inv(R)_ = () and 0 is in the
topological closure of both Inv(R); and Inv(R)_. Both are closed under
addition and interleaven (see the end of this section or [46]).

The lemma shows that there can not exist a continuous curve whose
initial value is negative, its final value is positive and at all other instants
its values are comparable with 0. This is exactly what is needed to define
the notion of orientation on generalized manifolds.

The idea to consider nets of point in R™ was introduced in [32, 37, 38|.
This was used in [3] to define the notion of membranes and histories in
R". Subsequently, in [46], the notions of internal and strong internal sets
(internal sets are generalization of membranes) were introduced, inspired
also by concepts of nonstandard analysis. In this same paper, ([46]), very
strong and relevant properties involving these notions were proved. For
example, it is proved that strongly internal sets are open subsets of R
whereas internal sets are closed subsets of the same space. We will be
using freely the results contained in these references.

Given a net (Ag) in R™ we shall write it also as A,, being o = [¢ — €]
our natural or standard gauge. For an idempotent e € B(K) we define
ea = [¢ — e(¢)e], meaning that when e(e) = 0 this index will be omitted.
We also write eA, for the net Aco, 0A, for the net (0A;) (the boundary)
and int(U) for the set of interior point of a subset U C R™. Given a
net A, C R"™ of subset of R™, we denote the membrane, or internal set,
it originates by [A,] and the strongly internal set it originates by (A,).
As mentioned above, internal sets are closed in the sharp topology while

strongly internal sets are open in the sharp topology. We say that (A4,) is
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reqular if there exists k € N such that at each boundary point A, we can
inscribe balls of radius ¥ tangent to 0A. and contained in int(A.) and
another ball of the same radius tangent at the same point but contained
in (int(A:))°. As a result, the volume of a regular net is a unit since
vol(Ay) > vol(Vi(0)) = ma?* € Inv(K) (see [3]). For example, this is the
case if the boundaries are compact hyper surfaces whose encompassing

volumes are not shrinking too fast.

Lemma 2.2. Let (Ay) be a net in R™ and U = (Aq) its strong internal
set. Then 0(Aq) = [0Aq].

Proof. For z € 0(A,), there exist sequences (z,) C (As) and (p,) C
((A4))¢ both converging to z in K. Let w = dist(z, [0A4]) be the distance
of z to the membrane [0A,]. If w = 0 then z € [0A,]. If not, then
there exist e € B(K) and t >> k such that e-w > e-al. In particular,
dist(ze, 0A:) > et # 0if e(e) = 1. Hence, for € such that e(¢) = 1, we have
that either z. € int(A:) or z. € int((A:)¢). Consequently, we may write
e = e1+e2, a sum of orthogonal idempotents, such that e -z € e (int(Ay))
and ey - z € ea(int(Aq)¢). On the other hand, since p, — z , there exists
ng such that if n > ng we have that dist(ey - py,e1-[(0Aq)]) > e1-a. But
since e1 -z € e1-0(A,) this implies that e; - p, € (e1-Ay), a contradiction,
unless e; = 0. If so, then revers the roles of z, and p,, obtaining another

contradiction. Thus we have that w = 0 and the result is proved. 0

In case A, consists of intervals J. =]ac, b.[C R, uniformly bounded, we
have that 9(A,) = Interleaven{a,b}, where a = [(a:)] and b = [(b:)]. The

notion of interleaven is defined in [46] which is as follows: the interleaved

of a set X C R" is the set of all finite sums g: e; - x;, with z; € X and
{e1, - ,em} a complete set of mutually orthoé;;al idempotents in R, i.e.,
ei-ej =0if ¢ # j and i e; = 1. We extend the definition of interleaving
allowing that the numbl(jr1 of idempotents involved in the sum of the inter-

leaving is countable and not necessarily finite. Interleavings can also be

done with hypersequences and elements of C°°(2) (see the next section).
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The expressions entanglement or intertwine express the same idea, since
several points are connected in the same net that cannot be undone since
it is a point in generalized Euclidean-Space. This is actually the way that
new points in generalized Euclidean-Space are created. Observing a point
x corresponds to the creation of the point x - o™, n € NU {o0}, where o™
is defined in the second paragraph of the next section. Hence, observing
is seeing a part of the interleaving x. An observation does not change the

part of the point that it observes if and only if a” is an idempotent.

Consider again f(z) = xd. The halo(0) = B;(0), or the halo of any
other point, contains information of any subset of R™ via the histories
R™-a", r > 0 or, in general R" -y, y € B1(0) and their interleavings.
In the same way, information of any subset of R™ is contained in the
complement of Bj(0) via histories R™-a”, r < 0. This can also be
seen using the homeomorphisms of K" like those whose existence are
proved in [10, Theorem 3.3, Theorem 3.4]. The same holds for subsets
of K. We can intertwine the history of points zo # 1 € R using the
notion of interleaving: x = (zge; + z1€2),e1 + €2 = 1, the latter being
idempotents. As a result, the measurement, f(z), is also an intertwine:
f(x) = zop(xg)e1+x1p(x1)e2 which is what is measured in physical reality.
We proceed to give an interpretation of this measurement in probabilistic

terms.
Consider an intertwine Y e; - ;. For each idempotent e € B(R) in-

(2
volved in the sum, there exists a set S, € S, (see [10, Definition 4.1]),
such that e = xg, is the characteristic function of S, (see [10, 12]). If
there exists 79 > 0 such that ]0,70] N Se is measurable, define p(e) :=

n
1iI%<117 / XSedM>- Since, in an interleaving, the idempotents involved
n— 0

form a complete set of mutually orthogonal idempotents, it follows that

> u(e;) = 1. Hence the pu(e;)’s can be seen as probabilities and, being
i

countable in number, there exists ig such that u(e;,) > 0. The interpre-
tation is that whenever u(e;) > 0 the measurement at the corresponding

point x; is more likely to be obtained because f(x;) will appear with the
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same probability in the resulting measurement (see the example in the pre-
vious paragraph). We say that the entanglement is a complete intertwine
if p(e;) >0, Viand is a perfect intertwine if p(e;) = p(ej), Vi, j. In the
latter case the number of idempotents involved must be finite. Since mea-
surements involve the same generalized function f, the whole history of
measurement is determent and cannot be changed unless the entanglement
is undone. One can let the z;’s in an interleaving take values in disjoint
subsets X; C R” letting the probabilities relate to the sets X; which, for
example, can be regions in physical reality. In this case, an interleaving

can be seen as a function from x : I — | J X;. For example, rolling a dice

i
6

produces an intertwine x = > e; - ¢, with X; = {i}, being perfect only if
i=1
the dice is honest.

3 A Generalized Fixed Point Theorem

In this section we prove a fixed point theorem which is one more piece of
the Generalized Differential Calculus whose development started in [3, 9].
All the features of this calculus have been extended in [30] to the context
of Robinson-Colombeau rings of generalized numbers which includes the
fields K/ M, where M <K is maximal (see [10, 64]).

In the sequel, ideas contained in [29, 42] will be used. Let N C R be

—_~—

the set of generalized numbers with a representative in N/ and NU {co}

2=e,nc N. Another way to view

elements of the form e-n+(1—e)-o00, €
these elements is to consider &,/(N) and factor by the ideal Z defined in
the previous section. The elements of N are called hyper natural numbers.
In the same way one can define the ring of hyper integers Z. We extend
the notation o™, n € N, introduced in [10], to the case when n € NU\{go}:
if n = [(n.)] then a™ = [(£")]. We can extend this definition to n € Z
as long as the set {n. : ¢ < 0} is bounded, being obvious the reason
to require this condition. With this notation, idempotents are also of the

form o™, where, in this case, n consists of a string of 0’s and oo’s.
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A hypersequence is a map = : N — G() and is denoted by (z,). If
x(ﬁ) C K, we say that (x,,) converges to L € K if given r > 0, there exists
no € N such that if n > ng then L—z,, € V,(0). Since we are in a Hausdorff
space, limits are unique whenever they exist. Such a hypersequence (zy,)
is a Cauchy hypersequence if given r > 0 there exists ng € N such that if
m,n > ng then x,, — 2, € V;(0). K being a complete metric space, we

have:

Lemma 3.1. Let x = (x,) be a hypersequence. Then x is a convergent
sequence if and only if it is a Cauchy sequence if and only if for each r € R
there exists ng € N such that n > m > ng implies that x, — xmy, € V,.(0).
The sequence = = (%)neN does not converge in K because its elements
form a grid of equidistant points. However, the hypersequence x = (%)n i
converges to 0 € K. In fact, given r > 0, take a™" <mng = [(|e7"+1.5])] <

a ) If n > ng, we have that 1 € V,(0). We also know that > 1
neN

diverges. However if one sums over a countabel subset of N containing a
finite number of elements of norm one then the sum converges, since, in

this setting, a series » a, converges if and only if a,, — 0.
neN
Let r € ]0,1[ be fixed and suppose that we want r € V;(0), where

n = [(ne)]. For this to occur one must have r"s < &'. From this it follows

that n. > (ﬁ) -In(e). Hence we may take n. = 2- bln_(i) -ln(e))J. Note

that n < a~! and hence is moderate (actually its norm equals 1). Clearly,
for any m > n we have r™ € V,.(0). This proves that the hypersequence
(r"™) converges to 0.

Any sequence &g : N — K defines a map I : N — K! in the
obvious way: &, = (¢ — Zon.). If  is moderate then it defines a
hypersequence x. If there exists ng € Nand L € Ky = K+ Ko (see
[10]) such that n > ng implies z(n) — z(ng) € V1(0), then the sequence
(Zon)nen converges to Lo € K, with Ly ~ L, in the classical sense, and the
whole history of measuring this convergence is contained in the sentence

"n > ng implies z(n) —x(ng) € V1(0)". Conversely, if (g, )nen converges
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to the real number Ly and for each ¢ one choses n. minimal such that
n > n. implies |#, — L| < & then n = [(n.)] must be an element of N if z
were to converge. This shows that a sequence of measurements can have
precision a*0, for some kg, but not for all k£ € N. It might be possible to
infer from this if classical space-time is discontinuous (unless we declare
it continuous and stop measuring beyond V;(0)). Since it is not at all
clear that the convergence of 2y implies de convergence of x, one might
question the definition of the notion of integral given in [3, 9, 37]. We
shall prove that, at least in this case, limits do exists and are equal. It is
important that this is true if we want that classical theories also hold in

the generalized environment.

Let f € G(92) and let [K.] be a membrane (see [3]). To keep things
simple we suppose that K. = K is compact for all € and contained in an
open and relatively compact subset €2, C . Note however that the result
obtained also holds for a general membrane. Given a fixed dV € {%, a”
rel,neN }, consider the partition P of norm dV of K contained in
Qn, e, for each e € T and dV < ( 5 PhasnordeG{ e},
where 1(€,,) denotes the Lebesgue measure of €2,,. Since K is Compact,
there exists zg, 21 € K such that m = f(zo) < f(z) < M = f(21),Vz €
K. Let s(f,dV),S(f,dV) and S(f,dV,x) be, respectively the lower and
upper Riemann sum and any other starred Riemann sum with this dV
as the norm of the partition. Then s(f,n) < S(f,dV,*) < S(f,dV) and
|S(f,dV) — s(f,dV)| < a_n - () - dV, where N > 0 is such that
1(V )i lloe < a7, Choosing dV < N7 (this is possible because the
hypersequence (1) converges to zero), we have that |S(f,dV') —s(f, av)| e
Veia(0) and thus {s(f,V), S(F, V), S(F,dV )} € V([ f(a)de), where

f f(z)dz) is as defined in [37, 3, 9]. From this it follows that the classical

and generalized limits are the same and if r = 1 then we already have
that s(f,dV), and S(f,dV),S(f,dV, ) are all associated to [ f(z)dz and
K

thus, in the classical sense, they are all equal. In case we take dV = %

we have a hypersequence and we just proved its convergence. For each
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s(f,dV), S(f,dV),S(f,dV,*) and [ f(x)dz) there exists an element ¢ €
K

K , for each one of them there exists one such element, so that it is equal
to f(c) - p(K). If ¢ € D(Q) is non-negative, then [ fo(z)dz) = f(c) -
K

[ p(x)dz, for some ¢ € K. In particular, if ¢ € Ag(Q) (see |2]) is positive,

K

then [ fo(x)dz) = f(c¢). This is useful when looking at the notion of
K

association in G(£2).

Fix k € R} and, in Ey(N), define Z(n)(e) = xs(n) -k where XS(n) 18
the characteristic function of the set S(n) = {(n.)"':e € I}. f n €N
then S(n) = {n~'} and #(n) would be non-zero only when e = 1, having
value nik If these were measurements or observations, and since we cannot
make infinitely many measurements or observations, the result would be
points of the sequence (#)nGN and hence converge to 0. However, if we
look at the hypersequence z then z(n) = e, - o, where e, = [xsm)] €
B(K). Hence z(n) =0,V n € N and ||z(n) — z(m)|| = e - |len — em]| €
{0,e7*}. Consequently, this is not a converging hypersequence.

In the introduction of [33] there are two examples that are worth rewrit-
ing into this context. The first is that of a point mass of weight 1 at a
point zg on the real axis. Consider the membrane M = Vj(zp). Then the

corresponding functionals can be written as

et = [ el
M

M

L(p) =

By [3, Proposition 3] we have that L(¢) = ¢(c), for some ¢ € M. Since
¢ € D(R), we have that ¢(M) C Bi(yp(zo)) = halo(¢(xo)) and hence
o(c) = (), the latter being what measurements give us, but ¢(c) € R
being the actual value. We can extend this to ¢ € G(R),s (which will
be defined yet in this section) by taking M = Vj(zo) such that o(M) C
Bi(p(w0)).-

The other example is that of a dipole at 0 with moment 1. In this case,

the functionals can be written as
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M(p) =a™" (p(a) = ¢(0))

This amounts to p(a) = ¢(0) + M(p) - a. Expanding around 0 gives us
that M (p) — ¢’ (0) € V1(0), i.e., M(p) = ¢'(0), the latter being what we
measure, the actual value being M () € R. Again, this can be extended to
G(R). In both cases, our measurements are the only "real" point in the halo
of the actual values. Howbeit, classically we cannot differentiate among
points in a halo. From the classical point of view, each halo contains only
one point but, as we already saw, they do interfere in physical reality. In
both examples, the measurable effect in physical reality is a product of an

infinity, 2a~! respectively !, and an infinitesimal, [ p(x)dx respectively
M
o(a) —¢(0), both accredited and coexisting in harmony in this generalized

milieu.

In the generalized environments the history of measurements and of
convergence is captured and not each measurement separately (however
arbitrarily). If the problem lies in the classical mathematical tools that we
use and not in space-time its self, then we hope that these examples help
to convince that the generalized environments, in particular generalized
space-time, are environments that perhaps should be considered. See also

[37, Section 1.6] and the references mentioned therein.

For the reader’s sake, we recall the basics of the sharp topology, or
Biagioni-Oberguggenberg topology (see |61, 14, 4, 5, 6]). Let (Q,,) be
an exhaustion of relatively compact and open subsets of Q C R™. Given
f € G(Q) and (m,p) € N, define V,,, := Sup{a € R | VB € N*, |g] <
P, 10°f(e,- ), = o(e?), for e small } and Dyp(f, g) := exp(—Vinp(f —

[15abb]

g)), where stands for representative. The latter are pseudo-ultrametrics
defining the Biagioni-Oberguggenberger sharp topology on G(2) (see [1,
Definition 1.9, Proposition 1.10 and 1.11]). This topology is proved to
be equivalent to the topologies given in [4, 5, 6]. As observed in these
references, this topology is metrizible and, with the notation given above,

an ultrametric in G(2) is given by
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D(f,9) zsup{ Q'Dmm(f’g)) : mEN}.

1+ Dy (f, 9
With the notation of [4, 5, 6], Wk (0) = {f € G(Q) | |0°f(=)| €
Vo(0), VBl <k, VaeQnh Vp(0)={z eK : |z|] < a’} and
108 fllgm = [ — ||(8ﬁfe)|9m loc]- By [5, Theorem 3.6], the sets Wy .(0)
form a filtered basis of the sharp topology of G(Q).
If f,g € G(Q) then f ~ g iff [(f — g)pdz € Ko and f ~ g iff
Q

[(f — g)pdz =0 € K, Vo € D(Q) (see [37]). In the latter case, one says

§c)hat f and g are test equivalent and in the former case one says that they
are associated. In [10], Ko = {x € K : x ~ 0} was first formally given a
notation as was K5 = K + Kq (see [37, Definition 1.6.5] where they were
first defined). Here, we introduce the notation G(Q)o ={f € G(Q) : f~
0} and G(Q)us = {f €G(2) : IT € D'(Q), such that f ~ T}. Clearly,
Ko C G(2)o. Define the haloof f € G(Q) as halo(f) := f+B1(0) = B1(f),
where Bj(0) is the ball {f € G(2) : D(f,0) < 1} € G(f2) (see also
[25]). Confusion should not arise between G(2)g and Gy(2), the original
Colombeau algebra (see [37]). Association in Colombeau algebras has been
presented as an algebraic notion substituting equality in some sense. We
proceed to prove that it is in fact a topological notion and use this to
prove that, in a topological sense, Schwartz generalized functions, and

hence classical solutions of differential equations, are scarce.

Proposition 3.2. Let f,g € G(Q2). Then the following hold.

1. If g € halo(f) then g~ f.

2. B1(0) = halo(0) C G(Q),.

3. If || fllm € Ko, ¥V m, then f € G()o.
4. If Im(f) C Ky then f € G(Q)o.

5. G(Q)as = D'(Q) + G(Qo.
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Proof. To prove the first two items, by hypothesis, h := f — g € B1(0).
Since D(h,0) < 1, it follows that Dy, (h,0) < 1, YVm € N and hence there
exists a decreasing sequence ((rp,) ,7m >0, V m), such that Vi, (h) =

rm > 0,¥m € N. Consequently, h € () Wy, . In particular, h(x) €
meN,

V,, (0),Yz € Q. ice., |h(z)| < o™ Vo € Q. Let ¢ € D(Q) and m € N
be such that supp(p) C Qp; then | [ hedz| =| [ hedz| < o™ - [|¢]lo -
Q Qm
1(). Hence [ hodz € Ko.
Q

If p € D(Q) then there exists m such that supp(p) C Q,,. Hence
| [ f@)e(@)dz| = | [ f(@)e(@)dz] < || fllm - [Pl - 1(Qm) € Ko, proving
Q Qm
the third item.

To prove the fourth item, use an appropriate Riemann sum, as was
shown to exist in the examples preceding the proposition, and the fact

that Kg is a ring. It also follows by the previous item. The fifth item is

an obvious statement. O

If f =~ 0 then for each zp € Q and each B, (zp) C §2 we have that there
exists ¢, € B,(x¢) such that f(c,) € Ko. This follows from the observation

at the end of the paragraph about Riemann sums.

In [9] it was proved that R” is a discrete subset of R and that if
r € K* and z € K then [[rz| = ||z||. Our next results state that the same
is true for D'(€) and C*°(£2). The first part of the next corollary is in fact
nothing more than a topological interpretation of [37, Proposition 1.6.3|
and [37, Proposition 1.7.28]. The second part looks at the building blocks
of G(Q) and equate them with the building blocks of K.

Corollary 3.3. Let Q C R™ be an open subset. The embedding of D'()
in G(Q) is a discrete embedding. Moreover, if h € C*®(Q)* and f € G(Q)
then [|hf|| = [If]I

Proof. Since the embedding is linear, we just have to prove discreteness
at the origin. Let f € B;(0) N D'(Q). By the previous proposition, f ~ 0
and hence, by [37, Proposition 1.6.3], f = 0. The proof of the second part
is straightforward. O
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Since g ~ f if g € halo(f), it follows that uniqueness of solutions and
association can be seen as statements about halos. That is, the weaker
notion of equality called association is a topological notion! Equality is
an algebraic notion! Elements of G(2) that are associated are indistin-
guishable one from another from the classical point of view (See also [37,
Section 1.6]). An element of G(Q2), not in the halo of any point of D’(Q),
is called a vampier in [37]: it has no distributional shadow. Note however
that it can be that, multiplying it with an e € B(R) it has a shadow,
even infinitely many and thus, it can flaunt omnipresence (see the notion
of intertwine or of support in the next section). This shows that the con-
struction of €, starting from (2 is the same as the construction of G()
starting from D(£2). All that is classical becomes discrete in the gener-
alized environments. Once again, no sequence converging in D'(2) can
converge in G(2) and, classically, measuring convergence is stopped at the
sets W ! Again, it appears that one has to call upon hypersequences to
fix this.

That being so, even in the Colombeau Algebras there is just one notion
of equality, i.e., the classical one! Association is not equality in any sense
but a topological statement and test equivalent looks more like classical
equality but is not. In fact, once again, let f = zd, ¢ € N and let the
delta-net be induced by the mollifier p. Then [ f.pdz =e- [ zp(2)p(ez)dz

Q Q

=& S{ZP(Z)[@(*?Z) —(0)]dz = (q%ql)! -({zp(z)cp(@ -ez)dz = o(e?). This

proves that [, fedr = 0 € K and thus, f ~ 0 but f # 0. For this
f, f(z) = 0, ¥V x € R but it is not true that it is zero uniformly on
compact subset of R, i.e., it is not negligible at level zero and even more,

féwp .(0) with r>0.

There should be no strangeness in the fact that f(z) = x4 is identically
zero on R but is not in @C. Recall that R forms a grid of equidistant
points in R and thus f = 0 on a discrete grid with no accumulation
points. However, f'(z) = § + xd’ is not necessarily identically zero in R

because f’(0) = p(0) - a~!. For comparison, g(z) = sin(rz), = € Z, is
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identically zero, but ¢'(z) = wcos(wx), = € 7Z, is not.

In case of K, nets of K are its building blocks and one knows that
K embeds as a grid of equidistant points into K. In case of G(Q), the
building blocks are nets of elements of C*°(Q) (see also [2, 14, 17, 37|
about how to construct intrinsically D’(€2) starting with the embedding of
C>(Q)). Hence the following results should not come as a surprise (see
also [12, Theorem 5.8]).

Corollary 3.4. The elements of C*°(QQ) form a grid of equidistant points
in G(Q). In particular, G(Q) is a fractal.

Proof. Since C*°(12) is diagonally embedded it follows that V;,,, = 0, Vm, p.
By [10, Lemma 3.6], it follows that the inductive dimension dim(G(Q2)) =
oo and, being an ultrametric space, Ind(G(£2)) = 0. Consequently, G(2)

is a fractal. O

Given a net of maps (T3) and n = [(n.)] € N, we denote by 7™ the
net (T['<) acting on nets f = (fz) as T"(f) = (T7<(fz)). Suppose that
T™ is well defined in G(Q2), with © C R™ an open subset, and denote
by T the net when n = 1. Let A C G() be a closed subspace and
suppose that the restriction 7}, : A — A. The map T : A — A
is said to be a contraction if there exist L € Ri,)\ €]0,1] such that
L < Xand |T(f) —T(g9)|(x) < L-|f —g|(xz). It easily follows that
T™(f)—=T™(g)|(z) < L™-|f —g|(x) < A" |f —g|(x). Our interest is when
the hypersequence (T"(f)) converges in G(£2). We look at some examples
inspired by the classical analog.

Let Q2 C R™ be an open subset, L € Ry and zg € Q.. Define A =
{f€G(Q) : |f(x) —z0| <L, z € Q} and consider it with the induced
sharp topology. Then A is a closed subset of G(£2). In fact, let (f,) be a
Cauchy sequence in A. Since G(2) is complete (see [4, 5, 6]), fn — f,
for some f, and thus z,, := |fn(x) — 2| — |f(z) — x| =: a. Since =z,
converges to a, for each r > 0 there exists ng such that if n > ng then
a — x, € V;(0) and thus |a — z,| < o". Hence a < z,, +a" < L+ a". It
follows that a < L, i.e., f € A, thus proving that A is a closed subset of
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G(€2). We did not use the fact that L € R but the reason why it appears
here is that when considering some differential equations, compositions of
generalized maps is necessary. In [9] it was shown that this results in the
classical composition of maps. Since domains of generalized functions are
ﬁc, the real bound L will guarantee that compositions of maps are allowed.
Consequently, if f € A then |f(z)| < L + |zo| proving that || f|| < 1, i.e.,
A C B1(0).

Suppose that for each ¢ € I we have a map T, : A. — A., with
A:. = {h € C(Q,R) : |h(z) — xoe| < L}, which is a contraction with
Lipschitz constant K. < A € |0, 1], the latter being independent of e. It
is clear that with these settings 7", with n € N, is a well defined and
continuous map in G(2) and T"T™ = T" o T™ n,m € N. In particular,
Tt = T o T", observing that 1 must be seen as an element of N.

Another classical situation is the following. Let Q C R™ be open and

¢
relatively compact. For each e € I, let T.(z)(t) = o=+ | h(s,z(s))ds,t €
toe

Q, h € C®R"1) and A. = C(,R?) (see [22, 23] and [24, Theorem
3.1]). In this case, there exists no. € N, such that T!'< is a contraction
with Lipschitz constant K. < A < 1, the latter being real and fixed. If
no := [(noe)], then define T' = [(T7%<)] and thus reducing it to the case of

the previous paragraph, a classical argument.

Theorem 3.5 (The Generalized Fixed Point Theorem). Let Q C
RN, A C G(Q)NB1(0) a close subset. For eache € I, let A. = C®(Q)NA,
initial conditions taken for that specific €, and (T¢) a net of functionals
from A, to its self. If there exists k € N such that each TF= is Lipschitz
with Lipschitz constant K. < X\ € ]0,1[, then T = (TF<) is well defined,

continuous and has a unique fized point & € A.

Proof. The proof uses what was already discussed and also freely facts
about the topology.

Choose any = € A and consider the hypersequence (7" (z)). Given r >
0 and m € N, choose ng € N such that A" - =t € Vymn,.(0) = Vi, (0),

where rq r. If n,s > ng then, writing n =ng + k, s =ng + 1,
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we have that [T7(x) — T%(z)|(t) < A" - |T*(x) — T'(z)|(t) < X0 .o~ €
Vv, (0). Setting F(t) = (T%(z) — T!(x))(t), with ¢ € Q,, we have that
F € B1(0)N Wr?mANm(O) and hence |F"(t)] < a=%%". Without loss of
generality, we may considering N = 1, obtaining, since ﬁn: is open, F'(t +

052”) —F(t) — F,(t) ca2r + F/’Q(C) .o and thus ‘F’(t)| _ ‘F(t+a2’f1)—F(t) +

CXQTl

L(Zc)-oﬂrl < 20714 a0 (211 < om1 This proves that F € WL (0) =

_ —= a2r1 2 m,r1
W' m-1,(0). By induction, we have that F € W/ (0). This proves that
(T™(z)) is a Cauchy hypersequence and hence converges. Since T"H! =

T o™ and T is continuous, the limit is a fixed point of T. O

In case compositions of maps are not involved, the theorem still holds
if A C Br(0), R > 1 (It always holds since estimates are made in 5,7:)
Together with the other tools, it makes the Generalized Differential Cal-
culus developed in [3, 9] (see also [26]) a useful tool to generalize most
classical results. For example, one can prove the local, and hence the
global, existence of geodesics in M, (see the next section). Let’s formalize
the argument used in the last part of the proof of the theorem since it is

a useful tool to be considered in Generalized Analysis.

Definition 3.6. The Down Sequencing Argument
Let f € G(Q), with Q C R™. If f e W), (0) with r >0 and py € N* then
f € Wkl(0), where s = 4=l ie., WO (0) € WiEY(0).

Using the DSA, another proof of a fact already mentioned can be
given: If f is moderate and negligible at level 0, then f is negligible.
This can be considered a statement about rigidity. In fact, such an f €
W

words () W), = {0}, showing that these scts serve as a basis for the
r>0
sharp topology. Let’s consider the example that inspired the Generalized

vV m, r > 0 and hence DSA gives what was claimed. In other

Fixed Point Theorem. Consider the following equation from [39, 40].

B(t) = f(x(8)o(t) + h(t), 2(=1) =z, #(=1) = o
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with h, f € C*°(R) and 0 the Dirac function. This is a typical differential
equations from Physics and Engineering having a product of distributions
in its data and does not allow the use of classical tools to obtain a solu-

tion. Let b > 0, C > 0 a positive constant limiting the IL; norm of the
11

d—net, M := [ [ |h(r)|drds, L :== b+ M + |io| + || f]| -C and 1 +a =
S92l
min{m, ﬁ, 2}, where K is a Lipschitz constant of f on a com-

pact subset of R containing =] —1—§, §[. The norm || f| is also taken
over the same compact subset. Let A = {z = (z1,--- ,x,) € C°(Qe, R") :

z;i € G(Q) and |z(t) — x| < L}. Since C(Qe, R™) = (C=(Qe, R))™ we
have that A C (G(Q))"™ and the latter is a complete metric space (see
[4, 5, 6]). From what we already discussed, it follows that A is a closed sub-
space of a complete algebra. Define A, accordingly and let T be defined in

A: by T-(z)(t) = xos—i—a’co(t—i—l)—i—ffl ffl f(x(r))pe(r)drds—i—_fll_fsl h(r)drds.
We have that |T:(z)(t) — xoc| = |Z0e(t + 1) + fil [2, F(@(r))pe(r)drds +

_fl_fl h(r)drds| < |3oc] - ([ + 1)

+ [0 [ 1 () pe(r)|drds +_ft1_f1 \W(r)|drds < |ige| - (2 + a) + (2 +

a) - IfII - C+ M = || +M+ 1+ a)([Zoe| + [[f]l - C) < [d0e| +
M +b+|f]l-C) = L. Tt is also Lipschitz: |T.(z)(t) — T-(Z)(t)| =
L 2 (@) = F@E))p(drds| < [If]l - KC - (2 + a) - [o(t) — 3(0)
<2UfIC - (1 +a) - K|x(t) — 2(t)| < K|z(t) — &(t)|. It follows that the
T they define is Lipschitz and hence well defined and continuous in G(£2).
The first part shows that T' maps A into itself. Hence we are in the setting
of the Generalized Fixed Point Theorem. We have a Lipschitz map and
the corresponding hypersequence has a fixed point which is a solution for

the system.

Supposing h = 0, expand § at collision time ¢ = 0 and chose the
mollifier such that p(0) = 1. The equation to be solved is
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Its solution is obtained just as in the classical case but using General-
ized Differential Calculus. Albeit, the solution might not be a Colombeau
generalized function since it might only be defined on a membrane. This
happens because the Theory of Generalized Differential Calculus strictly
contains the Theory of Colombeau Generalized Functions (see [3| for an
explicit example). What classically is perceived as a singularity, might not

be the case in the generalized environments.

4 Generalized Manifolds

In this section, a will stand for an index and not for our standard
gauge defined in the previous section. In [9] the definition of a generalized
manifold was given and proved that each such manifold had a maximal
G—atlas. These manifolds were denoted short by G—manifolds and the
atlas by G—atlas. In case the underlying field is R, we have a real gener-
alized manifold and in case the underlying field is C we have a complex
generalized manifold. The topology in R" is the sharp topology and dif-
ferentiability is in the sense of Generalized Differential Calculus ([3, 9]).
Other notions such as diffeomorphism and continuity are those defined in
[3, 4, 5, 9].

Definition 4.1. Let M be a non-void set. A G-atlas of dimension n and
class C°° of M is a family A = {(Ux,pr)} cp Verifying the following

conditions:

1. For every A € A the map ) : Uy — R" is a bijection of the open
subset () # Uy C M onto the open subset vy (Uy) C R".

2. M = U Uy
AEA
3. For every pair o, € A, with U, 3 = Uy N Uz # 0, the subsets
Yo (U, p) and ps(U, g) are open contained in R" such that pgop
Ya(Uap) — pp(Ua,p) is a diffeomorphism of class C°.
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e The pair (Uy, vy ) is denominated a local chart (or coordinate system)

of A.

o If Y C M and ¢ : Y — u(U) is a homeomorphism of U, where
©(U) is an open set of R", the pair (U, p) is said to be compatible
with A if for each pair (Uy, p)) € A with Wy =U NU, # () we have
that p o 3! 1 A(W)) — p(W)) is a diffeomorphism of class C*°,
where ) (W)) and (W) are open subsets of R".

A Generalized Manifold, or G—manifold, is a set M with a G—atlas
defined on it. A G—manifold M with a maximal G—atlas is called a
G—differential structure of M. If clear from the context, the prefix G
will be omitted. The topology on the G—manifold is the one that makes
all charts simultaneously homeomorphisms. Our first step in setting the
foundations of the Generalized Differential Geometry is settling the invari-

ance of the dimension of a G—manifold.

Theorem 4.2. [Dimension Invariance [52]] Let (M,A) be a G-manifold.
Then, the dimension of a G-atlas A is constant in each connected compo-
nent of M.

Proof. Suppose there are two intersecting local charts (Uy, ¢o) and (Ug, ¢g)
belonging to the G-atlas A = {(Ua, $a) }oen. Such that ¢ (Us) C R™, and
dsUs) C R". If Uyp = Uy NUg # B, then we have that ¢g o o5 :
ba(Unp) — ¢5(Uap) is a diffeomorphism and therefore its differential in
a point p € ¢o(Uap), D(¢poda1)(p) : R™ — R", is a R—isomorphism of
R—modules. Since R is a commutative ring with unity, it follows from a

result of [13] that n = m. O

Let A = {(Un, da), @ €A}, be an altlas of a C°° n-dimensional con-
nected submanifold M of RM. Suppose that for each a € A we have that
00 (Us) = Qo = B,(0) C R™, the open ball of fixed radius r» > 0 centered
at the origin. Denote by Mc the subset of ]liév C R" constructed from M
(see the previous sections). We saw that M is discretely embedded in M,
as constants nets. Recall from [9] that RY ¢ B1(0), the ball of radius 1
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centered at the origin and that the image of RY under this map is a grid
of equidistant points. We denote by A the set of maps from I =]0,1] into
A and, for \ € /NX, we denote by

Ux = the strongly internal set (Uy(.)) contained in @é\[
A = (Pa(e))eer

¢x : Uy — R, defined by o ([(p:)]) = [(dae)(p:))]

For p = [(p:)] € M., consider the set {geM :3¢e, — 0, p, —
q}. Algebraically this can be written as: Given gp € R", we have that
@ €{geM :3e, =0, p., — q} if and only if there exists e € B(R)
such that e - p =~ e - go (extending the notion of association to K" in the
obvious way). This is a compact subset of M to which we shall refer as
the support of the point p and denote it by supp(p). It follows that there
exists a complete set of orthogonal idempotents {e, : x € supp(p)}, such
that

p = Z er p, with ey -pre,-x
z€supp(p)
For example, if p = [(p-)] = [(sin(1))] then supp(p) = [-1,1]. On the

other hand, if p € B1(0) then supp(p) = {0}. Although supp(p) might
be uncountable, nevertheless the sum above is well defined and can be
thought of as a history of events: multiplying by idempotents one sees its
behavior along a specific path. It generalizes the concept of interleaving.
The support of elements belonging to a halo of a point in R"™ consists of

only that single point.

Proposition 4.3. Suppose that for each o € A the map o and its inverse
are classical Lipschitz functions with respect to the norms of RN and R™.
Then the following hold.
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1. The topology of Mc is induced by the topology of R".
2. If A\ e A has finite range then Uy is an open subset of ]\70.
3. (Qq) is an open subset of I@’g

4. If A € A has finite range then ¢y : Uy — (Qp) C R" is a isometry
w.r.t to the sharp topologies of R and R,

5 M, = U Uy, with X of finite range.
Aeh

6. If M, o € A are of finite range and Uy, », = Uy, N Uy, # 0 then
b, © qb;ll is a C* diffeomorphism on its domain ¢y, (Ux, »,)-

Proof. Let p = [(p:)] € M.,. Since supp(p) is compact, there exist a finite
number of « € A such that supp(p) is contained in the union of the
corresponding U,’s. Let & be a Lebesgue number of this covering and

choose a finite number of ¢; € supp(p) such that supp(p) C | Bs, (),
i

with 0; = % Starting with ¢, define A(e) = a4 € A, where a4, is such
that B, (q1) C Ua,, and pe € Bs, (q1).

For A(e) not yet defined, continue defining A(¢) = ag, € A, where ayg,
is such that By, (q2) C Us,, and p: € Bj,(g2). Since there are a finite
number of ¢;’s, this process ends in a finite number of steps. If X is not
defined on I then there exists a sequence (&,), converging to 0, with
De,, — q € supp(p). Since the balls By, (¢;) cover supp(p), there exists a
no such that n > ng implies that p., is in the ball Bj(g;,), say. But this
is a contradiction, since, for these €’s, A\(¢) was already defined. Hence,
we defined a A € A such that Pe € Ure),€ € I and the distance to the
boundary is bigger than %. It follows that p € Uy, with X being of finite
range.

For each A(¢) there exists an open subset U*®) ¢ RN such that Uxe) =
MNUMN®)_ Setting U = (U*®), we have that Uy = M,NU*, with U an
open subset of @N, proving that Mc has the induced topology. The fact
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that strongly internal sets are open can be found in [46]. This settles the
proof of the first three and the fifth items.

To finish the proof, we prove the forth and sixth items. We first prove
that ¢, is well defined. In fact, since local charts and their inverses are
classical Lipschitz functions, and the \’s are of finite range, it follows easily
that ||p — q|| = |oa(p) — &aA(q)]|, i-e., the ¢, ’s are isometries considered as
maps from a subset of RY to a subset of R™. From this it follows that
if dist(p, (Ux)¢) is an invertible then dist(¢q(p), ((€20))¢) is an invertible,
thus proving that ¢, is well defined and its image is in Uy. Surjectivity,
injectivity and continuity are now obvious. The map resulting from a
change of coordinates, is a homeomorphism that stems from a net whose
elements are all infinitely differentiable taking value in a bounded subset

of R™. Hence it originates a diffeomorphism. O

The condition that all charts have the same image is not necessary. We
could just suppose that there exists r > 0 such that B, (0) C R™ contains
all of them. The (Uy, ¢y) are called local charts of M,. If X is constant
then U, is called a principal chart.

Theorem 4.4. Let M be a submanifold of RN of dimension n, and sup-
pose that its local charts and their inverses are classical Lipschitz functions
with respect to the norms of RN and R™. Then (M., A), A= {(Uy, $y) :
AeA of finite range} is a generalized submanifold of Ry of codimension
N —n containing M as a discrete subset. Moreover, each local chart is
an isometry in the sharp topologies and the geometry of Mc ertends in a

natural way the geometry of M.

Proof. Only the last part of the theorem needs to be proved. To see this, we
use Lemma A.1 of [66] which state that for each compact subset of K C M
its Riemannian metric satisfies a ||p — q|| < distayr(p,q) < C - ||p — q||, for
some C > 0, p,q € K and disty; the Riemannian metric of M. This

implies that local charts are isometries. O

Using Whitney’s Embedding Theorem, the above theorem extends to

abstract manifolds.
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5 Differential Functions on G—manifold

A one dimensional G—manifold shall be referred to as a curve. This
definition agrees with the notion of a history given in [9], only now we
parametrize the history. If M is an n—dimensional G—manifold and p €
M then the tangent vectors and space at p are defined just as in the
classical way (see [52]). The tangent space we shall also denote by T}, M.
Furthermore, it is easily proved that T,M is a free R—module which is
R—isomorphic to R".

As in the classical case, one defines the tangent bundle of M and
denote it by TM. It is easily seen that if M is a classical n-dimensional
manifold then (T/\]\?) = TM, is a G—manifold of dimension n2.

Given another G—manifold N, define a differential function between
M and N using the same classical definition. In case N = R we call
a differentiable function a scaler field and if N = R", with n > 1, then
we call such a map a vector valued map, being a vector field if also the
dimension of M equals n.

The notions of an immersion and an embedding are defined completely
analogous as in classical geometry. Using the Chain rule of Colombeau
Generalized Calculus it follows easily that composition of differentiable
maps between G—manifolds also satisfy the Chain Rule (see [52]). We

recall a Linear Algebra results (see [32]).

Lemma 5.1. Let A:R" — R" be a R—linear map. Then A is imjective

if and only if it is surjective if and only if det(A) € Inv(R).
We sum up, without proofs, some of the most classical theorems that
also hold for G—manifolds. Some of the proofs rely on the previous lemma

and the fact that Inv(R) is open (see [52]).

Theorem 5.2. Let My, My and Ms be G-manifolds. If f : M1 — My and
g : My — Ms are differentiable applications at p € M and f(p) € Mo,
respectively, then go f : My — Ms is differentiable at p and D(go f), =

(Dg)spy © D fp-
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Theorem 5.3. Let My and My be n-dimensional G-manifolds and f :
My — Mas a map of class C°, such that for po € My we have that D f, :

Tpo My — T'p(py)Ma, is an isomorphism. Then f is a local diffeomorphism
of class C*°.

Theorem 5.4. Let f : M — N be an immersion at p of class C>, where
M and N are G-manifolds of dimension m and n, respectively. Then there

exist local coordinate systems around p and f(p), such that

f(xb ceey xm) = (xla ooy Ty 07 ceey 0)
Theorem 5.5. If f: M — N is an generalized embedding, then f(M)
18 an G-submanifold of N.

Definition 5.6. Let f : Q. c R" — R™ be a differentiable map, where
Q) is an open subset of R™. A point a € R is called a regular value of f
if for each 2 € f~1(a) the derivative f/(z) : R" — R is surjective.

Theorem 5.7. Let Q) be an open subset of R™ x R™ and f : Qe — R be
a application of class C*°, where Q. cR™" xR". If a € Im(f) is a regular
value of f, then:

1. f~Y(a) is an m—dimensional G-submanifold of R" x R".
2. For each p € f~'(a), we have that T,(f~(a)) = ker(f (p)).

Let’s look at some examples of G—manifolds.

EXAMPLES

1. Consider M = Graf(f), where f : Q C R® — R, a C*°—function
with bounded first derivate. Denote by ¢ : M — €) the projection
¢(p) = x, where p = (z, f(z)) € M. If ¢ = (y,f(y)) € M then
l6(p) — ¢(@)] = llz =yl <l[p —ql|. On the other hand

lo=(z) = o W)I* = [l f(2)) = (. FDIP = = = yl* + [ f(2) -
F@IP < llz=yl? + IV fpo)ll -z —yl)* < 1+ C) - |l - y]?

This proves that the conditions of Proposition 4.3 are satisfied and

thus ]\7C is a G—submanifold of Rnﬂ.
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. Let M C R"™ be a codimension one submanifold with an atlas whose

elements are graphs. Then, by Theorem 3 of the previous section,
we have that Mc is a G—submanifold of E’H_l. Hence, this is true if
M is a m—dimensional surface of R". In particular, this holds if M
is the pre image of a regular value of a C* differentiable function
f:R* — R

. Let M = S} C R"™ be an n—dimensional sphere of radius r. It can be

parametrized by graphs such that derivates of the functions involved
are bounded. Hence, by the previous example, we have that Mc is
a G—submanifold of @m—l. One can cover M just with two local
charts but this can not be done with MC. This example inspired
the construction of the non principal charts and the notion of the

support of a generalized point seen in the previous section.

The sphere S = S1(0) contained in R" is a generalized manifold
whose local charts do not come from subsets of R"™. In fact, S is an
open subset of R" because given z € S and y € By(0) we have that
[+ yl| = maz{|[z|, [lyl[} = 1, since [|lz[| =1 > [ly[|. Consequently,
we can take local charts to be the identity map with domain Bj(x).
Since these balls are either equal or disjoint, it follows that they form

an atlas for S.

. Let f € G(22) with Q C R". We know (see |9]) that f can be viewed

as a differentiable map ﬁc — R and its differential at each point is
a R—linear map from R" to R. A value a € Im(f) is said to be a
regular value of f if for each x € f~!(a) we have that D f is surjective.
This only happens if, writing Vf(x) = (21, -, 2,), the ideal in R
generated by z,--- , 2, equals R. In particular, this is the case if
IVf(2)]3 € Inv(R). If a is a regular value of f set M = f~1(a).
We assert that M is a submanifold of R”. In fact, just like in the
classical case, we can use the Implicit Function Theorem (see [3]) to
prove that at every point M is locally a graph over a subset of ﬁc.

The standard classical argument still holds to complete the assertion.
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An example of such a function is f(z) = ||z|3 and the value in
question is @ = 1. In this case we have that ||V f(z)|]3 = 4|z||2 =

4 € Inv(R).

The halo of any point in K is a generalized manifold which is not
classical. In [9] an example of a function f # 0 is given such that
f"'=0. This function is f(2) = a_gm(|jz|) Which is not a Colombeau
generalized function. This f is constant on spheres Sr(0) and the
only point where it is not locally constant is xzg = 0. This f is
easily modified such that it is of class C*. Since the origin is the
only points where such spheres accumulate, and spheres are clopen,
we have that Graf(f)—{0} is a generalized manifold but Graf(f)

is not a generalized manifold.
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