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Abstract. We are interested in existence of solutions to the d-dimensional equa-
tion

Xt = x0 +

∫ t

0

b(Xs)ds+Bt,

where B is a (fractional) Brownian motion with Hurst parameter H ⩽ 1/2 and b

is an Rd-valued measure in some Besov space. We exhibit a class of drifts b such
that weak existence holds. In particular existence of a weak solution is shown for
b being a finite Rd-valued measure for any H < 1/(2d).
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1 Introduction

Throughout the paper we consider the d-dimensional stochastic differ-
ential equation (SDE)

Xt = x0 +

∫ t

0
b(Xs)ds+Bt, (1.1)
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where x0 ∈ Rd, B is a fractional Brownian motion with Hurst parameter
H ⩽ 1/2 and b is an Rd-valued measure (i.e. each component is a measure).
For the moment (1.1) is to be interpreted formally.

In the Brownian case (i.e. H = 1/2), there is an extensive literature for
SDEs with irregular drift which we will not describe thoroughly. However,
we point to the early work of Veretennikov [28] for bounded measurable
drifts and the more general Lp − Lq criterion of Krylov and Röckner [21]
for which the authors proved strong existence and pathwise uniqueness
(both works allowing for time-dependent drift). For the case of possibly
distributional drifts see [6, 10, 11, 12]. We also point out the work [19]
and extensions thereof in [23] on a 1-dimensional SDE involving the local
time at 0 of the solution. This formally corresponds to a drift b = aδ0,
where a ∈ [−1, 1] and δ0 is the Dirac distribution. The solution to such an
equation is the so-called skew Brownian motion, see [24] for more details
and various constructions. The case a = 1 corresponds to reflection above
0. Additionally, it was shown in [19, 23] that for a with |a| > 1, existence
of solutions is lost.

The above can also be considered as a special case of a second class of
interesting problems, that is solving Equation (1.1) for a distribution b and
a fractional Brownian motion B with sufficiently small Hurst parameter
H. A first attempt in this direction is due to Nualart and Ouknine [25],
who proved existence and uniqueness for a class of non-Lipschitz drifts.
For b = aδ0 with a ∈ R, Catellier and Gubinelli [8] established the well-
posedness of this equation for H < 1/(2d+2) (as a special case of a result in
general Besov spaces) using nonlinear Young integrals. In [2] for d = 1 and
generalized to any dimension d in [17], the condition for well-posedness was
extended to H ⩽ 1/(2d+2) and existence of a weak solution was shown to
hold for H < 1/(2d+ 1) using the stochastic sewing lemma. Additionally,
by [2], there exists a weak solution for H <

√
2− 1 in 1-dimension, using

nonlinear Young integrals in p-variation. However, even for d = 1, both
for existence and uniqueness we observe a gap between the Brownian case
(H = 1/2), with well-posedness for |a| ⩽ 1 proven in [23], and the result
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for fractional Brownian motion with H <
√
2−1 (existence) and H ⩽ 1/4

(uniqueness). The aim of this paper is to close this gap in dimension 1 in
terms of weak existence. For a more detailed summary of the literature
for (1.1) in the fractional Brownian motion case as well as references to
related works we refer the reader to Appendix A.

During the preparation of this manuscript, the authors in [7] closed the
gap mentioned above as a special case of a result for any dimension d ⩾ 1

(see [7, Theorem 2.11]). Therein the authors prove existence of a weak
solution to (1.1) for b being a finite measure and H < 1

d+1 . This seems
to be the complete subcritical regime in any dimension – for a scaling
argument see [14, Example 1.1] and for a counterexample with a drift
given by a singular function see [7, Theorem 2.7]. In particular their result
implies the following statement that can be deduced from Theorem 3.2.

Theorem 1.1. Let b be a finite Rd-valued measure and H < 1/(2d). Then
there exists a weak solution to (1.1).

Nevertheless, due to the simplicity of the proof, we state and prove
Theorem 3.2. The general idea therein is to make use of the nonnegativity
of the drift, giving certain a priori estimates of the solution under loose
assumptions on the regularity of the drift, respectively the Hurst parameter
H, which is eventually leading to existence of a weak solution. The idea
of the proof of Theorem 3.2, that resembles the ones in [3] and [2], heavily
relies on the stochastic sewing Lemma with random controls.

2 Notations and definitions

Throughout the paper, we use the following notations and conventions:
• Constants C might vary from line to line.
• For topological spaces X,Y we denote the set of continuous function

from X to Y by C(X,Y ).
• For x = (x1, · · · , xd) ∈ Rd, let |x| =

∑d
i=1 |xi|.

• Let s < t be two real numbers and Π = (s = t0 < t1 < · · · < tn = t)
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be a partition of [s, t], we denote |Π| = supi=1,··· ,n(ti−ti−1) the mesh
of Π.

• For s, t ∈ R with s ⩽ t, we denote ∆[s,t] := {(u, v) : s ⩽ u ⩽ v ⩽ t}.
• For any function f defined on [s, t], we denote fu,v := fv − fu for
(u, v) ∈ ∆[s,t].

• For any function g defined on ∆[s,t] and s ⩽ r ⩽ u ⩽ v ⩽ t, we
denote δgr,u,v := gr,v − gr,u − gu,v.

• For a probability space Ω and p ∈ [1,∞], the norm on Lp(Ω) is
denoted by ∥ · ∥Lp .

• We denote by (Bt)t⩾0 a fractional Brownian motion with Hurst pa-
rameter H ⩽ 1/2.

• Filtrations (Ft)t⩾0 will be denoted by F.
• All filtrations are assumed to fulfill the usual conditions.
• For a filtration F, we call (Wt)t⩾0 an F-Brownian motion if (Wt)t⩾0

is a Brownian motion adapted to F and Wt −Ws is independent of
Fs for 0 ⩽ s ⩽ t. For such filtration, the conditional expectation
E[· | Fs] is denoted by Es[·].

For any t > 0 and x ∈ Rd, let gt(x) := 1
(2πt)d/2

e−
|x|2
2t . For ϕ : Rd → Rd,

let

Gtϕ(x) := (gt ∗ ϕ)(x). (2.1)

A continuous function w : ∆[s,t] → [0,∞) is a control function if, for
s ⩽ r ⩽ u ⩽ v ⩽ t,

w(r, u) + w(u, v) ⩽ w(r, v),

and w(r, r) = 0 for all r ∈ [s, t].
We call a measurable function λ : ∆[s,t] × Ω → R+ a random control

if there exists a set Ω′ of full measure such that for ω ∈ Ω′, λ(·, ω) is a
control.

We denote the nonhomogeneous Besov spaces by Bs
p. For a precise

definition of these spaces see Section B. For s ∈ R+ \N and p = ∞, Besov
spaces coincide with Hölder spaces (see [5, p.99]).
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Definition 2.1. Let β ∈ R. We say that (fn)n∈N converges to f in Bβ−
∞

if supn∈N ∥fn∥Bβ
∞

< ∞ and

∀β′ < β, lim
n→∞

∥fn − f∥Bβ′
∞

= 0.

Remark 2.2. Throughout the paper we make use of the nonnegativity of
the drift and therefore work with nonnegative distributions. However any
such distribution is actually given by a Radon measure (see [27, Exercise
22.5]), so we work directly with such measures.

Stochastic sewing. Stochastic sewing was originally introduced in [22].
In Lemma 2.3 we recall a recent extension (see [3, Theorem 4.7]) involving
random controls. This version of stochastic sewing allows us to make use
of the nonnegativity of the drift as the corresponding integral will have
nonnegative increments in each component. In particular it will give rise
to a random control.

Lemma 2.3. Let m ∈ [2,∞) and 0 ⩽ S < T . Let A : ∆[S,T ] → Lm be
Rd-valued such that As,t is Ft-measurable for any (s, t) ∈ ∆[S,T ]. Let λ be
a random control. Assume that there exist constants Γ1,Γ2, α1, β1 ⩾ 0 and
ε > 0 such that α1 + β1 > 1 and

|EuδAs,u,t| ⩽ Γ1|t− s|α1λ(s, t)β1 a.s., (2.2)

∥δAs,u,t∥Lm ⩽ Γ2(t− s)1/2+ε, (2.3)

for every (s, t) ∈ ∆[S,T ] and u := (s+ t)/2. Assume there exists a process
(At)t∈[S,T ] such that, for any t ∈ [S, T ] and any sequence of partitions
Πk = {tki }

Nk
i=0 of [S, t] with mesh size going to zero, we have

At = lim
k→∞

Nk−1∑
i=0

Atki ,t
k
i+1

in probability. (2.4)

Then there exists a map D : ∆[S,T ] → Lm and a constant C > 0, such that
for all (s, t) ∈ ∆[S,T ],

|At −As −As,t| ⩽ CΓ1|t− s|α1λ(s, t)β1 +Ds,t a.s.
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and

∥Ds,t∥Lm ⩽ CΓ2|t− s|1/2+ε.

Link between Bm and fBm. For H ∈ (0, 12), there exist linear opera-
tors A and Ā which are formally inverse to one another and can be defined
on suitable spaces. They can both be given in terms of fractional integrals
and derivatives (see [? , Th. 11]), such that

if B is a fractional Brownian motion, W = A(B) is a Brownian motion,
(2.5)

if W is a Brownian motion, B = Ā(W ) is a fractional Brownian motion.
(2.6)

Furthermore B and W generate the same filtration. For yet another rep-
resentation of such operators see [25, Equation (7) and (12)].

Lemma 2.4. [2, Lemma B.1] The operator A maps (C[0,T ], ∥ · ∥∞) contin-
uously to itself.

Definition 2.5. Let G be a filtration. We say that B is a G-fractional
Brownian motion if W = A(B) is a G-Brownian motion.

Definition of a solution. As the drift in (1.1) is distributional, it is a
priori not clear how to define a solution. In the literature this is either
done as below in Definition 2.6 (see [2, 3, 14]) or via nonlinear Young
integrals (see Appendix A). The two definitions coincide as long as the
solution fulfills a certain regularity (see [14, Remark 8.5] and [2, Theorem
2.15]).

Definition 2.6. Let β ∈ R, b ∈ Bβ
∞, T > 0 and x0 ∈ Rd. We call a

couple ((Xt)t∈[0,T ], (Bt)t∈[0,T ]) defined on some filtered probability space
(Ω,G,G,P) a weak solution to (1.1) on [0, T ], with initial condition x0, if

• B is a G-fBm;
• X is adapted to G;
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• there exists a process (Kt)t∈[0,T ] such that, a.s.,

Xt = x0 +Kt +Bt for all t ∈ [0, T ]; (2.7)

• for every sequence (bn)n∈N of smooth bounded functions converging
to b in Bβ−

∞ , we have that

sup
t∈[0,T ]

∣∣∣∣∫ t

0
bn(Xr)dr −Kt

∣∣∣∣ P−→
n→∞

0. (2.8)

If the couple is clear from the context, we simply say that (Xt)t∈[0,T ] is a
weak solution. If X is adapted to the filtration generated by B, we call it
a strong solution.

3 Main result and proof

Throughout this section we work on a fixed time interval [0, T ] for some
deterministic T > 0 and consider solutions defined thereon. Moreover we
work under the following assumption:

Assumption 3.1. Consider (b, β) such that b is a measure with

b ∈ Bβ
∞ for β ∈ R with β > − 1

2H
. (3.1)

Our main result reads as follows:

Theorem 3.2. Let (b, β) satisfy Assumption 3.1. Then there exists a weak
solution to Equation (1.1) in the sense of Definition 2.6.

Combining Remark B.4 and Theorem 3.2, we get Theorem 1.1.
The remainder of the section is dedicated to proving Theorem 3.2. This

will be done by regularizing the drift, considering the sequence of strong
solutions to the corresponding approximated equations and proceeding via
a tightness-stability argument. In order to do so we state two a priori esti-
mates in Lemma 3.4, quantifying the regularization effect of any solution.
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First, we state Lemma 3.3 since it captures the regularization effect of the
fBm. For a slightly more general statement and the proof see [17, Lemma
3.4].

Lemma 3.3. Let γ ∈ (−1/(2H), 0), m ∈ [2,∞) and d, e ∈ N. There exists
a constant C > 0 such that for any 0 ⩽ S ⩽ T , any FS-measurable random
variable Ξ in Re and any bounded measurable function f : Rd × Re → Rd

fulfilling

(i) E
[
∥f(·,Ξ)∥2C1

]
< ∞,

(ii) E
[
∥f(·,Ξ)∥mBγ

∞

]
< ∞,

we have for any t ∈ [S, T ] that∥∥∥∥∫ t

S
f(Br,Ξ) dr

∥∥∥∥
Lm

⩽ C ∥∥f(·,Ξ)∥Bγ
∞∥Lm (t− S)1+Hγ . (3.2)

Intuitively the regularization effect of any solution X will be similar
to the one of a fBm, since it is expected to have a similar oscillatory
behaviour. This is because X −B is expected to be more regular than B.
For another perspective on this, note that in sufficiently small dimension
any solution X has a jointly continuous local time by [7, Theorem 2.16],
where the authors make use of the fact that X −B is of finite variation.

Lemma 3.4. (a) Let β < 0. Let m ∈ N. Then there exists a constant
C > 0 such that for any b such that (b, β) satisfies Assumption 3.1
and (s, t) ∈ ∆[0,T ], any weak solution X to (1.1) fulfills

∥Xs,t −Bs,t∥Lm ⩽ C ∥b∥Bβ
∞

(
1 + ∥b∥

−Hβ
1+H(β−1)

Bβ
∞

)
(t− s)1+βH , (3.3)

where by assumption −Hβ
1+H(β−1) ∈ (0,∞).

(b) Let −1/(2H) < β < 0 and m ∈ N. Let δ ∈ (0, 1 + Hβ). Then
there exists a constant C > 0 and there exists a nonnegative random
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variable Z such that for ϕ, h ∈ C∞
b (Rd,Rd)∩Bβ

∞ such that (ϕ, β) and
(h, β) satisfy Assumption 3.1,

∣∣∣∣∫ t

s
h(Xr)dr

∣∣∣∣ ⩽ Z |t− s|δ, (3.4)

where X is the unique strong solution to (1.1) with drift ϕ. Moreover,

∥Z∥Lm ⩽ C∥h∥Bβ
∞

(
1 + ∥ϕ∥

1+ −Hβ
1+H(β−1)

Bβ
∞

)
. (3.5)

Proof. (a): The proof is almost identical to [2, Proposition 5.3]. Therein
we use nonnegativity of the drift in order to obtain an increasing process
for d = 1. The same can be done here for dimension d ⩾ 1 obtaining a
process that is increasing in each component and therefore we omit most
details (for a similar argument see the proof of (b)).

The proof of [2, Proposition 5.3] gives existence of a constant C̃ > 0

such that for (s, t) ∈ ∆[0,T ] fulfilling C̃∥b∥Bβ
∞
(t− s)1+H(β−1) < 1/2,

∥Kt −Ks∥Lm ⩽ C̃∥b∥Bβ
∞
(t− s)1+Hβ. (3.6)

Choose l = (3C̃∥b∥Bβ
∞
)

1
H(1−β)−1 so that C̃∥b∥Bβ

∞
l1+H(β−1) < 1/2. Let

u ∈ [0, T ]. In particular, by (3.6),

[K]C1+Hβ
[u,(u+l)∧T ]

(Lm,∞)
⩽ C̃∥b∥Bβ

∞
. (3.7)

If l > T , then (3.3) follows from (3.7). Hence, we assume l ⩽ T . To
obtain (3.3), we will iteratively apply inequality (3.7). Let (s, t) ∈ ∆[0,T ]

be arbitrary. Let N = ⌈T/l⌉ and let the sequence (sk)
N
k=0 be defined by
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sk = s+ k(t− s)/N . By triangle inequality and (3.7), we get

∥Kt −Ks∥Lm ⩽
N∑
k=1

∥Ksk −Ksk−1
∥Lm

⩽ C̃∥b∥Bβ
∞

N∑
k=1

(sk − sk−1)
1+Hβ

⩽ C̃∥b∥Bβ
∞

N∑
k=1

(
t− s

N

)1+Hβ

⩽ C̃∥b∥Bβ
∞
N−Hβ(t− s)1+Hβ.

Using N ⩽ 1 + T
l ⩽ 2T

l ⩽ C∥b∥
1

1+H(β−1)

Bβ
∞

, it follows that

∥b∥Bβ
∞
N−Hβ ⩽ C∥b∥Bβ

∞
∥b∥

−Hβ
1+H(β−1)

Bβ
∞

and therefore (3.3).
(b): By nonnegativity of ϕ, K = X−B is monotone in each component.

In particular (v, w) 7→ |Kw−Kv| defines a random control as the choice of
norm on Rd gives superadditivity (see list of notations). For (s, t) ∈ ∆[0,T ]

let

As,t :=

∫ t

s
h(Br +Ks) dr.

We apply Lemma 2.3 for Kh = A defined by Kh
· =

∫ ·
0 h(Xr)dr. In

order to see that all conditions are fulfilled, we will show the following for
u ∈ [s, t] and some constant C > 0 independent of s, t and u:

(i) ∥As,t∥Lm ⩽ C∥h∥Bβ
∞
(t− s)1+Hβ ;

(ii) |Eu[δAs,u,t]| ⩽ C∥h∥Bβ
∞
|Ku −Ks|(t− u)H(β−1)+1;

(iii)
∑Nn−1

i=0 Atni ,t
n
i+1

a.s.−→ Kh
t along any sequence of partitions Πn = {tni }

Nn
i=0

of [0, t] with mesh converging to 0.
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Notice that 1+Hβ > 1/2 and hence (i) gives (2.3). Furthermore, (ii) gives
(2.2) for α1 = H(β−1)+1 > 1/2−H ⩾ 0, β1 = 1 and λ(s, t) := |Kt−Ks|.

First, assume that (i)-(ii)-(iii) hold true. Then by Lemma 2.3, there
exists a process D such that

|Kh
t −Kh

s −As,t| ⩽ C∥h∥Bβ
∞
|Kt −Ks|(t− s)H(β−1)+1 +Ds,t, (3.8)

with ∥Ds,t∥Lm ⩽ C∥h∥Bβ
∞
(t − s)1+Hβ . Hence, by (i) and Lemma 3.4(a)

and as H(β − 1) + 1 > 0

∥Kh
t −Kh

s ∥Lm ⩽ C∥h∥Bβ
∞

(
∥Kt −Ks∥Lm(t− s)H(β−1)+1 + (t− s)1+Hβ

)
⩽ C∥h∥Bβ

∞
(1 + ∥ϕ∥

1+ −Hβ
1+H(β−1)

Bβ
∞

)(t− s)1+Hβ.

The result now follows from Kolmogorov’s continuity theorem after
choosing m large enough, which is no restriction as (3.5) then also holds
true for any smaller choice of m.

Let us now verify (i)-(ii)-(iii).

Proof of (i): By Lemma 3.3 applied to Ξ = Ks and f(z, x) = h(z+ x),
we have

∥As,t∥Lm ⩽ C
∥∥∥h(·+Ks)∥Bβ

∞

∥∥
Lm(t− s)1+Hβ.

Using that ∥h(·+Ks)∥Bβ
∞

= ∥h∥Bβ
∞

(see [3, Lemma A.2] for d = 1, which
easily generalizes to d > 1), we thus get

∥As,t∥Lm ⩽ C∥h∥Bβ
∞
(t− s)1+Hβ. (3.9)

Proof of (ii): From the local nondeterminism property of fractional
Brownian motion (see Lemma 7.1 in [26]), we have that

σ2
s,t ⩾ C(t− s)2H , (3.10)

where σ2
s,tId is the covariance matrix of Bt − Es[Bt].



208 L. Anzeletti

Then by [17, Lemma 3.3] applied to Ξ = (Ks,Ku) and f(z, (x1, x2)) =

h(z + x1)− h(z + x2), we obtain

|Eu[δAs,u,t]| =
∣∣∣ ∫ t

u
Eu[h(Br +Ks)− h(Br +Ku)]dr

∣∣∣
=
∣∣∣ ∫ t

u
Gσ2

u,r
h(Eu[Br] +Ks)−Gσ2

u,r
h(Eu[Br] +Ku)dr

∣∣∣
⩽
∫ t

u
∥Gσ2

u,r
h∥C1 |Ku −Ks|dr.

We now use [3, Lemma A.3 (iv)] which again easily generalizes to d > 1.
Note that it can be used as β < 0. Hence

∥Gσ2
u,r

h∥C1 ⩽ C∥h∥Bβ
∞
(σ2

u,r)
(β−1)/2.

The above, (3.10) and using that H(β − 1) > −1 to ensure integrability
gives

|Eu[δAs,u,t]| ⩽ C

∫ t

u
|r − u|H(β−1)∥h∥Bβ

∞
|Ku −Ks|dr

⩽ C∥h∥Bβ
∞
|Ku −Ks|(t− u)H(β−1)+1.

Proof of (iii): For a sequence Πn = {tni }
Nn
i=0 of partitions of [0, t] with

mesh size going to 0, we have

|Kh
t −

Nn−1∑
i=0

Atni ,t
n
i+1

| ⩽
∑
i

∫ tni+1

tni

|h(Br +Kr)− h(Br +Ktni
)|dr

⩽
∑
i

∫ tni+1

tni

∥h∥C1 |Kr −Ktni
|dr

⩽
∑
i

∥h∥C1(tni+1 − tni )|Ktni+1
−Ktni

|

⩽ ∥h∥C1 |Πn||Kt −K0|
n→∞−→ 0 a.s.

Below we state the two propositions that ensure tightness and stabil-
ity of the approximation scheme. The proofs are similar to the ones of
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[2, Proposition 7.4 and Proposition 7.6]. The only differences are allow-
ing for d ⩾ 1 instead of d = 1 and that Assumption 3.1 is weaker than
the corresponding assumption in there. The latter is due to the crucial
Lemma 3.4(b) being stated under Assumption 3.1. For the reader’s con-
venience we prove both statements.

Proposition 3.5 (Tightness). Assume (b, β) fulfills Assumption 3.1. Let
(bn)n∈N be a sequence of smooth bounded functions converging to b in
Bβ−
∞ . For n ∈ N, let Xn be the strong solution to (1.1) with initial con-

dition x0 and drift bn. Then there exists a subsequence (nk)k∈N such that
(Xnk , B)k∈N converges weakly in the space [C[0,T ]]

2.

Proposition 3.6 (Stability). Assume (b, β) fulfills Assumption 3.1. Let
(b̃k)k∈N be a sequence of smooth bounded functions converging to b in Bβ−

∞ .
Let B̃k have the same law as B and assume all B̃k are defined on the same
filtered probability space. We consider X̃k to be the unique strong solution
to (1.1) for B = B̃k, drift b̃k and initial condition x0. We assume that
there exist stochastic processes X̃, B̃ : [0, T ] → Rd such that (X̃k, B̃k)k∈N

converges to (X̃, B̃) on [C[0,T ]]
2 in probability. Then X̃ fulfills (2.7) and

(2.8) from Definition 2.6.

Proof of Proposition 3.5. Assume w.l.o.g. β < 0. Let Kn
t :=

∫ t
0 b

n(Xn
r )dr.

For M > 0, let

AM :={f ∈ C[0,T ] : f(0)=0, |f(t)− f(s)|⩽M(t− s)1+Hβ,∀(s, t) ∈ ∆[0,T ]}.

By Arzelà-Ascoli, AM is compact in C[0,T ]. Applying Lemma 3.4(a) and
Markov’s inequality we get

P(Kn /∈ AM ) ⩽ P(∃(s, t) ∈ ∆[0,T ] : |Kn
s,t| > M(t− s)1+Hβ)

⩽ C sup
n∈N

(1 + ∥bn∥
1+ −Hβ

1+H(β−1)

Bβ
∞

)M−1.

Hence, (Kn)n∈N is tight in C[0,T ] and therefore (Kn, B)n∈N is tight in
[C[0,T ]]

2. Using Prokhorov’s Theorem, there exists a subsequence (nk)k∈N

such that (Knk , B)k∈N converges weakly in the space [C[0,T ]]
2, and so does

(Xnk , B)k∈N.
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Proof of Proposition 3.6. Assume w.l.o.g. that β < 0 and X0 = 0. Let
K̃ := X̃ − B̃, so that (2.7) is verified. Let (bn)n∈N be any sequence of
smooth bounded functions converging to b in Bβ−

∞ . To check that K̃ and
X̃ fulfill (2.8) from Definition 2.6, we have to show that

lim
n→∞

sup
t∈[0,T ]

∣∣∣∣∫ t

0
bn(X̃r)dr − K̃t

∣∣∣∣ = 0 in probability. (3.11)

By the triangle inequality we have for k, n ∈ N and t ∈ [0, T ],∣∣∣∣∫ t

0
bn(X̃r)dr − K̃t

∣∣∣∣ ⩽ ∣∣∣∣∫ t

0
bn(X̃r)dr −

∫ t

0
bn(X̃k

r )dr

∣∣∣∣
+

∣∣∣∣∫ t

0
bn(X̃k

r )dr −
∫ t

0
b̃k(X̃k

r )dr

∣∣∣∣
+

∣∣∣∣∫ t

0
b̃k(X̃k

r )dr − K̃t

∣∣∣∣ =: A1 +A2 +A3. (3.12)

We show that all three summands in (3.12) converge to 0 uniformly on
[0, T ] in probability as n → ∞, choosing k = k(n) accordingly.

A1: Notice that∣∣∣∣∫ t

0
bn(X̃r)dr −

∫ t

0
bn(X̃k

r )dr

∣∣∣∣ ⩽ ∥bn∥C1

∫ t

0
|X̃r − X̃k

r |dr

⩽ ∥bn∥C1 T sup
t∈[0,T ]

|X̃t − X̃k
t |.

The result follows as for any ε > 0, by assumption, we can choose a
sequence (k(n))n∈N such that

P
(
∥bn∥C1 T sup

t∈[0,T ]
|X̃t − X̃

k(n)
t | > ε

)
<

1

n
, ∀n ∈ N.

A2: Let β′ ∈ (−1/(2H), β). By Lemma 3.4(b) applied to X̃k, h =

bn − b̃k and β′ instead of β, there exists a random variable Zn,k with

E[Zn,k] ⩽ C ∥bn − b̃k∥Bβ′
∞
(1 + ∥b̃k∥

1+ −Hβ′
1+H(β′−1)

Bβ′
∞

)

⩽ C (∥bn − b∥Bβ′
∞
+ ∥b̃k − b∥Bβ′

∞
) (1 + sup

m∈N
∥b̃m∥

1+ −Hβ′
1+H(β′−1)

Bβ′
∞

),

(3.13)
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for C independent of k, n, such that we have

sup
t∈[0,T ]

∣∣∣∣∫ t

0
bn(X̃k

r )dr −
∫ t

0
b̃k(X̃k

r )dr

∣∣∣∣ ⩽ Zn,k(1 + T ).

Using Markov’s inequality and (3.13) we obtain that

P

(
sup

t∈[0,T ]

∣∣∣∣∫ t

0
bn(X̃k

r )dr −
∫ t

0
b̃k(X̃k

r )dr

∣∣∣∣ > ε

)
⩽ ε−1 E[Zn,k] (1 + T )

⩽ C ε−1 (1 + T ) (∥bn − b∥Bβ′
∞
+ ∥b̃k − b∥Bβ′

∞
) (1 + sup

m∈N
∥b̃m∥

1+ −Hβ′
1+H(β′−1)

Bβ′
∞

).

Choosing k = k(n) as before gives the convergence.
A3: Recall that X̃k

t =
∫ t
0 b̃

k(X̃k
r )dr + B̃k

t . Hence,

sup
t∈[0,T ]

∣∣∣∣∫ t

0
b̃k(X̃k

r )dr − K̃t

∣∣∣∣ ⩽ sup
t∈[0,T ]

(|X̃k
t − X̃t|+ |B̃k

t − B̃t|).

Since by assumption (X̃k, B̃k)k∈N converges to (X̃, B̃) on [C[0,T ]]
2 in prob-

ability, we get the result.

Proof of Theorem 3.2. Let (bn)n∈N be a sequence of smooth bounded func-
tions converging to b in Bβ−

∞ . By Proposition 3.5, there exists a subse-
quence (nk)k∈N such that (Xnk , B)k∈N converges weakly in [C[0,T ]]

2. We
assume w.l.o.g. that (Xn, B)n∈N converges weakly. By Skorokhod’s repre-
sentation Theorem, there exists a sequence (Y n, B̂n)n∈N of random vari-
ables defined on a common probability space (Ω̂, F̂ , P̂ ), such that

Law(Y n, B̂n) = Law(Xn, B), ∀n ∈ N, (3.14)

and (Y n, B̂n) converges a.s. to some (Y, B̂) in [C[0,T ]]
2. As Xn solves the

SDE (1.1) with drift bn, we know by (3.14) that Y n also solves (1.1) with
drift bn and B̂n instead of B. Since Xn is a strong solution, we have that
Xn is adapted to FB. Hence by (3.14), we know that Y n is adapted to
FB̂n as the conditional laws of Y n and Xn agree and therefore Y n is a
strong solution to (1.1) with B̂n instead of B.
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By Proposition 3.6, we know that Y fulfills (2.7) and (2.8) from Def-
inition 2.6 with B̂ instead of B. Clearly Y is adapted to the filtration F̂
defined by F̂t := σ(Ys, B̂s, s ∈ [0, t]). By (2.6) and (2.5), we have

B̂n = Ā(Wn) a.s. and (3.15)

Wn = A(B̂n) a.s., (3.16)

for a sequence Wn of Brownian motions with FB̂n
= FWn . By defini-

tion, for (s, t) ∈ ∆[0,T ], Wn
t − Wn

s is independent of FWn

s = F B̂n

s =

σ(Y n
r , B̂n

r , r ∈ [0, s]). By (3.15), (3.16), Lemma 2.4 and the a.s.-convergence
of B̂n, we get that Wn converges a.s. uniformly on [0, T ] to a Brownian
motion W such that B̂ = Ā(W ) and B̂ and W generate the same filtra-
tion. Hence, we can deduce that Wt −Ws is independent of F̂s and so W

is an F̂-Bm. Therefore, B̂ is an F̂-fBm and Y is adapted to F̂. Hence Y is
a weak solution.

A Previous research on (1.1)

In this section we provide an overview of the results in recent years
for Equation (1.1) in case of B being a fractional Brownian motion with
H ̸= 1/2 (see Theorem A.1). A by now classical approach is to rewrite (1.1)
as a nonlinear Young integral. Hence, we briefly describe this approach
first.

Consider the rewritten SDE

Xt = x0 +

∫ t

0
b(Xs)ds+Bt

⇐⇒ X̃t = x0 +

∫ t

0
b(X̃s +Bs)ds, t ∈ [0, T ], x0 ∈ Rd. (A.1)

For a continuous bounded vector valued function b : Rd → Rd, define
the averaging operator TB by

TB
t b(x) :=

∫ t

0
b(x+Br) dr, for (t, x) ∈ [0, T ]× Rd. (A.2)
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Then can rewrite the integral on the right hand side of (A.1) by∫ t

0
b(X̃r +Br) dr = lim

n→∞

Nn−1∑
i=1

∫ tni+1

tni

b(X̃tni
+Br) dr

= lim
n→∞

Nn−1∑
i=1

TB
tni ,t

n
i+1

b(X̃n
ti)

=

∫ t

0
TB
drb(X̃r), (A.3)

with the final equality being only formal at this point. One can give a
rigorous definition of this so-called nonlinear Young integral. For a detailed
review see [13].

The averaging operator TBb can also be written as a convolution
against the occupation measure of the noise. This viewpoint was taken
in [2, 18]. Either way, for H sufficiently small (i.e. B oscillating suffi-
ciently fast) one can extend the definition of the averaging operator TBb

to singular or even distributional b. Then, given that the expression in
(A.3) is well-defined, a solution to (1.1) can be defined to be a solution to
the corresponding nonlinear Young integral equation. Note that the above
has a deterministic flavor as properties for each fractional Brownian path
are needed. However, stochastic sewing might still be useful to obtain reg-
ularity of the averaging operator (see [14, 18, 22]). If the solution fulfills
a regularity condition, the definition of a solution via nonlinear Young in-
tegrals and Definition 2.6 coincide (see [14, Remark 8.5] and [2, Theorem
2.15]).

The following theorem gives an overview of the developments for Equa-
tion (1.1) and related equations in recent years. In (a) as well as partly in
(b) and (d) a nonlinear Young integral approach as described above was
followed. To ensure readability, some results do not represent the full scope
of the actual results proven. Below we partly also allow for time-dependent
drift b.

Theorem A.1. (a) [8, Theorem 1.9] combined with [15, Theorem 3.13]:
Let b ∈ Bβ

∞ for β > 1− 1/(2H). Then there exists a strong solution
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to (1.1) and path-by-path uniqueness holds (i.e. uniqueness to the
integral equation for almost every realization of the noise, giving a
stronger notion of uniqueness than the classical notion of pathwise
uniqueness)

(b) [2, Theorem 2.8, Theorem 2.10 and Corollary 2.6]: Let d = 1. For
H <

√
2 − 1, there exists a weak solution for a finite measure b.

Additionally, for b ∈ Bβ
∞ with β > 1/2 − 1/(2H), there exists a

weak solution. Pathwise uniqueness and strong existence is shown
for b ∈ Bβ

p for β ∈ R and p ∈ [1,∞] with

β > 1− 1

2H
and β − 1

p
⩾ 1− 1

2H
.

(c) [17, Theorem 2.3]: Generalization of the latter two results in (b)
to d dimensions; i.e. there exists a weak solution for b ∈ Bβ

∞ with
β > 1/2−1/(2H) and pathwise uniqueness and strong existence holds
for b ∈ Bβ

p with

β > 1− 1

2H
and β − d/p ⩾ 1− 1

2H
.

(d) [14, Theorem 1.4]: Strong existence, path-by-path uniqueness, Malli-
avin differentiability and existence of a flow for time-dependent drift
b ∈ Lq([0, T ],Bβ

∞) for q ∈ (1, 2] and β > 1 − 1/(Hq′). Additionally
weak existence for b ∈ Lq([0, T ],Bβ

∞) for q ∈ (2,∞] and

β >
(
1− 1

Hq′

)
∨
(1
2
− 1

2H

)
is shown. In both of the above q′ fulfills 1/q + 1/q′ = 1.

(e) [7, Theorem 2.11 and Theorem 2.14]: For a finite measure b: Exis-
tence of a weak solution for H < 1/(1 + d) for any d ∈ N; pathwise
uniqueness and existence of a strong solution for H < (

√
13 − 3)/2

and d = 1.
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Remark A.2. In particular, Theorem 1.1 can be seen as an extension of
the existence result in (b) and as a slightly weaker result than (e).

Finally let us mention that also similar equations were investigated,
such as the case of local time drift [1, 4], distribution-dependent drift [15],
multiplicative fractional noise [9], Lévy noise [20], “infinitely regularizing”
noises [18] and regular noise [16].

B Besov spaces

In this section we briefly recall the definition of Besov spaces. For a
complete presentation see [5].

Definition B.1 (Partition of unity). Let χ, ρ ∈ C∞(Rd,R) be radial func-
tions and for j ⩾ 0, ρj(x) = ρ(2−jx). We assume that χ is supported on
a ball around 0 and ρ is supported on an annulus. Moreover, we have

χ+
∑
j⩾0

ρj ≡ 1, (B.1)

supp(χ) ∩ supp(ρj) = ∅, ∀j ⩾ 1, (B.2)

supp(ρj) ∩ supp(ρi) = ∅, if |i− j| ⩾ 2. (B.3)

Then we call the pair (χ, ρ) a partition of unity.

Existence of a partition of unity is proven in [5, Prop. 2.10]. Through-
out the paper such a partition is fixed.

Definition B.2 (Littlewood-Paley blocks). Let f be an Rd-valued tem-
pered distribution. We define its j-th Littlewood-Paley block by

∆jf =


F−1(ρjF(f)) for j ⩾ 0 ,

F−1(χF(f)) for j = −1 ,

0 for j ⩽ −2,

where F and F−1 denote the Fourier transform and its inverse.
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Definition B.3. For s ∈ R and p ∈ [1,∞], let the nonhomogeneous Besov
space Bs

p be the space of Rd-valued tempered distributions u such that

∥u∥Bs
p
:= sup

j∈Z
2js∥∆ju∥Lp(Rd) < ∞.

Remark B.4. Note that any finite measure lies in B0
1 by similar compu-

tations as in [5, Proposition 2.39]. Therefore, after an embedding of Besov
spaces (see [5, Proposition 2.71]), it lies in B−d

∞ as well.
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